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INTRODUCTION

Neural networks have the ability to recognize the hidden pattern in the data and

accordingly estimate the output values. Provision of model-free solutions, data error

tolerance, built in dynamism and lack of any exogenous input requirement makes the neural

network attractive. A neural network is an information processing system modeled on the

structure of the dynamic process. It can solve the complex/nonlinear problems quickly once

trained by operating on problems using an interconnected number of processing units. Its

merit is the ability to deal with information whose interrelation is ambiguous or whose

functional relation is not clear.

Basically we need actual input-output data of any particular process/system which

will be used to train the neural network. Once the nehvork is trained, it estimates/predicts the

output for unknown input data without any assumptions. In many occasions, neural nehvork

predictions are much closer to target output and better than other numerical/empirical

methods. That is why it is becoming popular in various fields including coastal engineering.

Kingston et al (2000) describes an artificial neural network to model the cross-shore

movement in the intensity maximum due to tides and waves. The resulting signal is then

removed from the video data estimates to provide an accurate estimation of the sandbar
- ,.........

location. Recent work on neural netwdrking for tidal prediction is carried out by Deo and

Chaudhuri (1998), Mandai (2001), Lee and Jeng (2002). Similarly, Deo et al( 1999, 2002),

Subbarao et al (2001), Tsai et al (2002), Mandai et al (2002) have carried out the wave

prediction using neural networks.

~aves and tides will play important roles in coastal erosion or accretion. This paper

briefly describes the back-propagation neural networks and its application towards prediction

of waves and tides.
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NEURAL·NETWORK

The word 'Neural Network' is used to normally describe the "Artificial Neural

Network"(ANN). Biological neural networks are much more complicated in their elementary

structures than the mathematical models, which we use for ANNs. An ANN is a network of

many very simple processors called "units", each possibly having a small amount of local

memory. The units are connected by unidirectional· communication channels called

"connections", which carry numeric (as opposed to symbolic) data. The units operate only on

their local data and on the inputs they receive through the connections. The easy adaptability

to the solution is what distinguishes neural networks from other mathematical techniques.

Feed forward neural networks

Normally in a feed forward network there will be three layers namely the input layer,

the hidden layer and the output layer. The inputs to the network are given at input layer. The

number of input nodes would be equal to the number of input parameters. So the input nodes

receive the data and pass them on to the hidden layer nodes. These nodes individually sum up

the received values after multiplying each input value by a weight. Then they attach a bias to

this sum and pass on the result through a non-linearity such as the "sigmoid transfer

function". This forms the input to the output layer that operates identically with the hidden

layer nodes. Resulting transformed output from each output node forms the network output.

In the present work the back-propagation .feed forward type network is used. The

objective is to minimize the global error, E given as

E = lIP l:Ep

and

where P = the total number of training patterns

Ep = the error for pth pattern.

Ok = network output at kth output node

tk = target output at kth output node.

In the back-propagation networks the error between the target output and the network

outPl!~ is calculated and this will be back-propagated using the steepest descent or gradient

descent approach. The network weights and biases are adjusted by moving a small step in the

direction of negative gradient of the error function during each iteration. The iterations are
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~peated until a specified convergence is reached. Due to the fixed step size it converges

~~WIY and may exhibit oscillatory behavior and hence the back-propagation networks with

f¢ated algorithms are used in this paper. A brief description about the working of a back

{ropagation neural network and three updated algorithms is given below.
(1

Back-propagation learning

Back-propagation is the most widely used algorithm for supervised learning with

. multi layer feed forward networks. The idea of the back-propagation learning algorithm is the

repeated application of the chain rule to compute the influence of each weight in the network

• with respect to an arbitrary error function E:

aE
aW.j

aE as.
as. aneti,

In this \Vij is the weight from neuron j to neuron i, Si is the output, and net; is the

weighted sum of the inputs of neuron i. Once the partial derivative for each weight is known,

the aim of minimizing the error function is achieved by following updated algorithms

.0,·...

Quickprop

The Quickprop algorithm is developed from the Ne\\1on's method. The method is

similar to norm.al back-propagation, but the variation is that for each weight this process

keeps storing the error derivative computed during the previous training epoch, along with

the difference between the current and previous values of this weight. The value for the

current training epoch is also available at weight update time. (Fahlman 1988). The estimates

of the position of the minimum for each weight are obtained by solving the equation given

below

aU:: '(i)
a~,<t - i) - a:~/t) ~w(t - 1)

Iri order to achieve the minimum E, the above weight increment is to be added or

subtracted to the weight update.
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RESULTS . .. .
SOllle results ~ shoWn below, whiCh provide u~fulness of the neural netWorks in

coastal engineering.

The neural netWork structure (Fig I) used in the present work is hH20 2 where'h :::
three input nodes (difference between central and peripheral pressures, radius of maximum

wind and speed of forward motion), H2 = two hidden nodes and O2 = two output nodes (wave

height and wave period). The number of training iterations used in the network structure is

varied depending on estimated error values. The initial values of the interconnection weights

and thresholds are given by uniform random numbers from -1 to 1. Once the learning process

is completed from a training set, the final interconnection weights and thresholds are used in

the prediction process. The tracks of the II ,cyclones considered for the present study are

shown in Fig2. Out of the above 11 c!,~f~~es, 3 cyclone data (- - - as shown in Fig2) are

considered to train the neural network. The remaining 8 cyclone data is used for testing the

given neural network architecture (Figs 3 & 4). The estimated correlation coefficients are

0.98 and 0.97 for wave height and period respectively.

Similarly, the neural network structure for tidal prediction is considered as I6H20).

Here a previous time series of tides is generally used to predict the next tidal value. The

present neural network model uses six previous consecutive values to predict the next one,

for example, XI, X2, X3, X4, XS, X6 tidal data are used to predict next tidal value X7. This is

similar to the Autoregressive Moving Average (ARl\1A) process (Mandal,1996). Fig-5 used

I-day tidal value as training set where final interconnection weights and values of thresholds

are calculated and these values are used to predict for next 3D-days tides. The comparison

between the measured and predicted tides for 3D-days is also shown in Fig 5. The estimated

correlation coefficient is 0.998. This shows that a very good agreement between the measured

and predicted tides can be obtained using the neural network model.

Many coastal engineering problems related to coastal processes which lead to coastal

erosion or accretion, are generally solved based on SPM (1984) formulas and simplified

inputs with assumptions. Very recently published book by ProfS Narasimhan et al (2002) has.!,

highlighted about port and coastal engineering in Indian scenario. The more accurate inputs'

Will, provide better estimation. of shoreline changes. However, in many occasions,.actual d.a... I.ta.....:,(
collection in swash and surf zones is not an easy task. Therefore, one has to make som~

Of

assumptions for sediment transport rate estimation. Whereas, the neural networks can solv~'

complex phenomena without any restrictions.
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FUTURE WORKS

The neural networks can be efficiently used:

• -To replace sediment transport equations
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• To generate beach profiles

• To predict shoreline changes (erosion I accretion)

• To predict ~ain sizes
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ANNEXURE-I: To solve the xor problem using simple back-propagation neural
network

The exlusive-or (xor) is defined as follows

x y z
1 0 1
0 0 0
0 1 1
1 1 1

bias unit

biiU! unit

y

input layer hidden layer outpu t layer

Fig-A 1 A three layer network to solve xor problem with weights
produced by back- propagation,

Here the circles represent neurons or nodes or units and the numbers within the

circles represent the activation values of the nodes. The main nodes are arranged in layers.

There are three layers: the input laver that contains the values for x and y, a hidden layer that

contains one node, h and an output laver that gives the output value, z. The hidden layer is

so-named because the network can be regarded as a black box with inputs and outputs that

can be seen but the hidden units cannot be seen. There are two other units present called bias

!Jnits whose values are always 1.0. The lines connecting the circles represent weights and the

number beside a weight is the value of the weight. Much of the time back-propagation

networks only have connections within adjacent layers however this one has two extra

connections that go directly from the input units to the output unit. In some problems, like xor

these extra input-output connections make training the network much faster. Networks are
J

usually just described by the number of units in each layer so the network in Figure-A 1 can

be described as a 2-1-1 network with extra input-output connections, This will be shortened

to2-1-1-x.
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To compute the value of the output unit, ~ we place values for x and y on the input

.layer units. Let these values be 1.0 and 0.0 as in Figure-AI. First we compute the value ofthe

hidden layer unit, h. The first step of this computation is to look at each lower level unit and

the bias unit that is connected to the hidden unit. For each of these connections, find the value

of the unit and multiply by the weight and sum all the results. The calculations give:

1.0 * 7.1 = 7.10
1.0 "'·2.76 = -2.76
0.0 >/< 7.1 = 0.0

sum = 4.34

In some neural networks we might just leave the activation value of the unit to be

4.34. In this case we would say that we are using the linear activation function, however

backprop is at its best when this value is passed to certain types of non-linear functions. The

most commonly used non-linear function is:

where, s is the sum of the inputs to the neuron and v is the value of the neuron. Thus,

with s = 4.34, v = 0.987. This particular function will be called the 'standard sigmoid'. Quite

often it is caIled the logistic function. The general function used to compute the value of a

neuron can be called the activation function , squashing function or transfer function . The

calculations for the output unit, Z are:

1.000 * -4.95 = -4.95
0.000 * -4.95 = 0.00
0.987 * 10.9 = 10.76
1.000 * -3.29 = -3.29

sum = 2.52
v = 0.91

Of course, 0.91 is not quite I but for this example it is close enough. When using this

particular activation function for a problem where the output is supposed to be a 0 or I

getting the output to within 0.1 of the target ,value is a very common standard but other

people may want to get to closer than this while others don't want to get even this close. With

this particular activation function it is actually somewhat hard to get very close to I or 0

because the function only approaches I and 0 as the input to the function approaches 0 and

D. The other values the network computes for the xor function are:
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x y z

1 0 0.91

0 0 0.08

0 1 1.00

1 1 0.10

The formulas for computing the activationyalue for a neuron, j can be written more

concisely as follows. Let the activation value for neuronj be OJ. Let the activation function be

the general function, f. Let the weight between neuron j and neuron i be \Vij. Let the net input

to neuron j be netj, then

where n is the number of units feeding into unitj and OJ = f(netj)

:."...-.:
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