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ABSTRACT 

This paper presents an overview of the development of the numerical wave prediction models and 
recently used neural networks for wave hindcasting and forecasting. The numerical wave models 
express the physical concepts of the phenomena. The performance of the numerical wave model 
depends on how best the phenomena are expressed into the numerical schemes, so that more 
accurate wave parameters could be estimated. There are still scopes for improving the numerical 
wave models. When exact input-output parameters are known for the same phenomenon, it can be 
well defined by the neural network. Hindcasting of ocean wave parameters using neural networks 
shows its potential usefulness. It is observed that the short-term wave predictions using neural 
networks are very close to the actual ones. Ocean wave forecasting using recurrent network yields 
very high correlation coefficients. The correlation coefficients for the lead of 3, 6, 12 and 24 hours are 
0.95, 0.90, 0.87 and 0.73 respectively. It is also observed that the neural network simplifies not only 
the complex phenomena, but also predicts fairly accurate wave parameters. 

 

1. INTRODUCTION 

The importance of the ocean wave prediction was first felt in early 1940’s for the planning of Naval 
fleet operations during the second world war. The wave prediction method was first developed by 
Sverdrup and Munk (1947) based on the simple empirical formulations. Subsequently, many 
numerical models were developed during last few decades and presently, a few operational wave 
models exist for wave forecasting. With the rapid developments in the computer technology, the 
success of complicated numerical wave prediction models was possible. Unless the phenomena are 
exactly expressed the uncertainty of accurate prediction of outputs remains. The expressed relation 
between winds and other outputs and wave parameters may need further improvement for these 
numerical wave models. 

The numerical wave models developed were based on energy balance equation with various inputs. 
One of the inputs, which could not be fully analyzed till late 1970’s, was the non-linear wave-wave 
interaction (Hasselman et al, 1985). The third generation operational wave models use the source 
terms with out any prior restrictions on the spectral shape (Tolman and Chalikov, 1996). Even though 
the present generation wave models fairly predict waves, one can still improve the models by better 
representation of extremely complex physical processes of wind generated waves (Vledder, 2000). 

The neural network has the ability to recognize the hidden pattern in the data and accordingly 
estimate the values. Provision of model-free solutions, data error tolerance, built in dynamism and 
lack of any exogenous input requirement makes the neural network attractive. A neural network is an 
information processing system modelled on the structure of the dynamic process. Its merit lies in the 
ability to deal with information whose interrelation is ambiguous or whose functional relation is not 
clear.  Some applications of neural networks in wave hindcasting and forecasting are described based 
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on recent work carried out by various authors (Deo et al, 1999, 2001; Tsai et al, 2002; Mandal et al, 
2002, Subbarao et al, 2001). Krasnopolsky et al  (2001) have used neural network to develop a 
computationally cost effective and accurate approximation for non-linear wave-wave interaction 
source term of the energy balance equation. 

Recent  trend of neural networks in ocean wave prediction shows that it has potential usefulness. In 
numerical models, we have many assumptions, boundary conditions, simplification of nonlinear wave-
wave interaction, etc. Whereas there are no priori-restrictions in the neural network. The neural 
network does not recognise the physical phenomena. It establishes the relationships between inputs 
and outputs based on learning processes.  The wave predictions using numerical models and neural 
networks are briefly described in this paper. Some recent results on predictions of ocean wave 
parameters using neural networks are also presented. 

 

2. NUMERICAL WAVE MODELS 

Numerical wave prediction models which were developed can be divided into three categories, i.e., 
First generation, Second generation and Third generation wave models.  

 

2.1  First generation models 

The first generations wave models are developed  based on constant wind fields. The first empirical 
wave model was developed by Sverdrup and Munk (1947). Thereafter, Pierson, Nueman and James 
(1955) developed a model called PNJ-model for estimating wave conditions created by the distance 
storm.  This is based on the generated wave energy spreads over the ocean as distance to the 
generating storm increases.  A modified version of PNJ- model was used by Darbyshire (1961). In this 
model it was assumed that the sea state was fully developed after 12 hours and 200 nm of constant 
wind.  A model for ideal condition was proposed by Wilson (1955) and it was further extensively 
studied by Bretschneider (1963) and Trajer (1966). This is published in form of a handbook by WMO 
(1976). Seymour (1977) proposed a directional de-coupling model where a stationary homogeneous 
wind field is considered over a deep-water basin with an arbitrary geometry of the coastline. Ross and 
Cardone (1978) developed the wave model, which is applicable to tropical hurricanes where non-
dimensional radial distance from the point of the forecast to the eye of the hurricane is one among the 
characteristic wind parameters.  

 

2.2 Second generation models 

The second generation wave models are used under varying wind fields. Here, the sea surface is 
defined as the sum of a large number of individual wave components, each wave propagating with 
constant frequency according to the linear wave theory. The path of wave components (from origin to 
the forecast point) are calculated by the conventional methods.  After leaving the origin, the wave 
component interacts with the other wave components.  Thus at regular interval of time the energy 
gained or released in the process can be evaluated till it reaches the forecast point. This procedure 
can be repeated for a large number of wave components of different frequencies and directions at a 
given time so that the total energy is obtained at the point of forecast.   A large group of wave experts 
on wave models made an attempt to interpret all the available models for inter-comparison (SWAMP, 
1985). 

The numerical wave prediction model DOLPHIN is a deep water hybrid point model, a combination of 
the parametric wind-sea and spectrally treated swells (Mandal, 1985). The development of this model 
is based on the directionally decoupled energy distribution of wind generated waves.  Inputs to the 
model are wind field and coastal boundary. Outputs are significant wave height Hs, variance density 
spectra giving  information on the two-dimensional distribution of wave energy. By using this model 
wave parameters were computed over period where observed data is also available (Anand et al, 
1994).  Three hourly values of Significant wave height (Hs), zero-crossing period, Maximum energy 
and peak period computed by hindcast model and those based on measured data seems to be quite 
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good between computed and measured Hs values. The spectra predicted by the model and the 
measured spectra seem to be reasonably in good agreement. 

 

2.3 Third generation models  

Third generation wave models were developed to further improvement of modelling process.  In 1985 
the Discrete Interaction approximation (DIA) (Hasselman et al, 1985) was developed. The operational 
wave models, such as WAM (WAMDI, 1988), SWAN (Booij et al, 1999) and WAVEWATCH III 
(Tolman, 1999) are the third generations wave models. Even though wave modelling is being carried 
out for many decades further improvement are being performed by incorporating the updated 
subroutines in these wave models. One of these is the improved parameterization of nonlinear 
quadruplet wave-wave interactions for application in operational wave prediction models (Vledder, 
2000). The DIA has some shortcomings, which hamper the further development of the third 
generation wave model.  These models use the action balance equation for describing the time and 
space evolution of wave spectra. Further improvement are being carried out to obtain a fast and 
accurate method for computing the nonlinear quadruplet wave- wave interactions in deep and shallow 
water, such that this method can be applied in operational wave prediction models.   For reaching a 
closer values of nonlinear energy transfer,  neural network parameterization has been developed by 
Krasnololsky et al (2001). In this neural network integration approximation (NINA) is considered to 
estimate nonlinear interactions, Snl(f,θ) as a function of frequency f and direction θ  from the 
corresponding spectrum,  F(f, θ) in deep water.  To train and test this NINA, they used a set of 20,000 
simulated realistic spectra for F(f,θ) and the corresponding exact estimates of Snl(f,θ). Simulation was 
based on spectral function of P-M spectra for different peak frequencies oriented randomly in (0,2Π) 
interval.  The NINA gives reasonable results and implemented for WAVE WATCH III model. 

 

3. NEURAL NETWORK IN WAVE HINDCASTING 

The work carried out by Mandal et al (2002) describes hindcasting of wave heights and periods from 
cyclone generated wind fields using neural networks. The back-propagation neural network with 
Rprop updated algorithms used to estimate the wave heights and periods (2 outputs) based on storm 
parameters (3 inputs), i.e., difference in central and peripheral pressure, radius of maximum wind and 
speed of forward motion of cyclone. The network structure of I3H2O2 is shown in Fig-1. 
 

The storm field variables namely central pressure, radius of maximum wind, storm speed, direction of 
movement of storm, latitude and longitude are extracted for each cyclone from the isobaric charts 
available with the archives of the Indian Meteorological Department (IMD) at 3/6 hours time intervals. 
The method based on standard Hydromet pressure profile, presented by Varkey et al (1996) is used 
for the hindcast of storm wind fields. Young’s model (Young, 1988) is used in the estimation of wave 
characteristics for the cyclones considered. The input parameters to the model are radius of 
maximum wind, the maximum wind speed and the speed of forward motion. Using the JONSWAP 
fetch-limited growth relationship, the model estimates the maximum significant wave height and the 
spectral peak period of the maximum waves in the storm.  
 

Fig-1 Neural network structure 
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Correlation between wave height estimated using Young model and neural network yields the 
correlation coefficient of 0.99 and similarly correlation coefficient for wave period gives a value of 
0.97. This shows that neural network with Rprop updated algorithm can be used as an effective tool in 
estimating cyclone generated wave parameters.     

 

4. NEURAL NETWORKS IN WAVE FORECASTING 

The work carried out by Deo and Naidu (1999) describes the application of neural network analysis in 
forecasting of waves and is carried out for significant wave height (Hs) with 3 hour lead period. They 
have carried out various combinations of training patterns to obtain the desired output. Also the work 
of average 12hr and a day wave forecasting are carried out. In this work the back-propagation, 
cascade correlation and conjugate gradient methods are used with the input layer of one node. The 
correlation coefficients obtained for the lead of 3 hour, half day and a day are 0.81, 0.78 and 0.71 
respectively. Using updated algorithms in back-propagation neural network, the wave forecasting 
yielded better results as shown in Subba Rao et al (2001). Improved correlation coefficients for the 
lead of 3 hour, half-day and a day were obtained as 0.93, 0.80 and 0.73 respectively.  Deo et al 
(2001) have demonstrated the use of neural networks for wave forecasting for three different sets of 
data. It shows that a proper trained network could yield good results in open wider areas, in deep 
water and also when the sampling and prediction interval are large (say, week).  

Significant wave heights are forecasted using recurrent neural networks (Mandal and Prabaharan, 
2002). Here Memorization and NARX (Nonlinear AutoRegressive models with exogenous inputs) 
recurrent algorithms are used in back-propagation neural network.  

In the NARX network there is a provision to take values from the input layers and then shift them 
along the input layer as more patterns are added. For example, if we want to take a hidden unit value 
or an output unit value and keep them for more than a single time step, in effect a history of what the 
recent values have been.  For the normal network combination of 1-7-1 the NARX network of the 
following combination is used as 7-7-1 with the input coming from the preceding output values.  
Figure 2 shows the neural network structure of I7H7O1 , i.e., combination of 7-7-1 where the input 
value is one and the other values are taken from memorization of earlier sequences. 

 
Fig 2.   NARX RECURRENT NETWORK 
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The wave data collected off Marmugao, Goa, west coast of India at 23m water depth during February 
1996 and January 1997 are used for the present studies. Three hourly significant wave heights (Hs) 
over the period are considered for the neural network 

The time series of the forecasted three hourly Hs (NARX network) with the measured three hourly Hs 
is shown in Figure 3.  It can be seen that the forecasted waves are closely matching with the 
measured values. The three hourly wave forecasting by memorization network has estimated the CC 
of 0.94, and the CC for NARX network is 0.95. Figure 3 also shows the correlation for NARX network. 

Six hourly averaged significant wave height is forecasted and CCs are 0.88 and 0.90 for 
memorization and NARX networks respectively.  Twelve hourly (half-day) averaged wave forecasting 
data yields CC of 0.87 for memorization network and 0.87 for NARX network. The time series profile 
is shown in Figure 4.  In this also the up and down of wave profile is picked up by the forecast profile. 
The corresponding correlation is also shown in Fig 4.  The day averaged forecasting Hs yields the 
correlation coefficient values of 0.72 for memorization network and 0.73 for NARX network. 

Results show that the recurrent network predicts much better than the earlier neural network 
methods. It can also be seen that for even averaged wave data the improved results are obtained. 
The comparative values of correlation coefficients are shown in Table I.  The correlation coefficient for 
3 hourly Hs has improved from 0.81 (Deo and Naidu, 1999) to 0.95 (present case). 
 

Forecasting 
lead time 

Cascade corr. 

Deo & Naidu 

 (1999) 

 Backprop-rprop 

Subbarao et al 

 (2001) 

 Present case 

3 hour 0.81 0.93 0.95 

6 hour -- 0.88 0.90 

12 hour 0.78 0.80 0.87 

24 hour 0.71 0.73 0.73 

                                  Table-1  Comparison of correlation coefficients 

The wave forecasting carried out is the next immediate value based on the present values. The 
averaged forecasted Hs values for six and twelve hours also give better results. Using this method the 
Hs can be known in advance up to a period of twelve hours which will be useful for planning operation 
in the sea, such as pilot deep sea mining in the sea or undertaking any sub sea installation which 
requires the advance information in sea conditions. 

Tsai et al (2002) have used back-propagation neural network to forecast the ocean waves based on 
learning characteristics of observed waves. The network structure of I8H4O1 is used. The network 
evaluates the interconnection weights among multi-stations based on previous short-term data. 
Thereafter a time series of waves at a station can be forecasted based on using the neighbour 
stations data. 

The neural network does not explain physical processes taking place for generating ocean waves. To 
generate ocean waves, if exact input-output parameters were continuously known, the neural network 
can be trained using known input-output values, similar to validation of the numerical wave model.  
There after predicting ocean wave parameters could be easier in the case of neural network as 
compared to the numerical wave model. This is owing to simplicity of neural network connecting 
where weights are to be fixed based on known input-output values. 
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Fig 3. Forecasted (3 hrs) waves off Marmugao by NARX network
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Fig 4 Forecasted (12 hour avg) waves off Marmugao by NARX network
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5. CONCLUSIONS 

The use of neural network for wave prediction will have future application and the neural work can 
also be incorporated in the wave modelling for solving complex nonlinear functions in an efficient way.  
A detail study can be made for a particular location with different modelling estimates and also with 
the neural network.  For a particular location the neural network can be trained based on known 
inputs-outputs, which is similar to the validation of the numerical wave model.  Thereafter, wave 
prediction can be carried out for unknown inputs.  For short term prediction of ocean waves the neural 
network can be trained for which the data are available during the immediate earlier period and 
thereafter it can be used for wave forecasting for that location.   
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