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SYNOPSIS : The spectral analysis of measured short waves can efficiently be carried out by the fast Fourier uansfgrm tochmque Even though many
present techniques can be used for the simulation of time series waves, these may not ;.)mvid.e accu.mxeand compmauqnally eﬁcmm results for specific
applications. Therefore, an altenate method is described here to provide spectral relationships wnh‘ minimum loss of }nfomanfm. The measured sh(?n
waves are expressed by the parametric models namely, autoregressive or auto-regressive moving average algont'hms wl'uch are thc.poly.nomxal
functions. Further reduced order autoregressive moving average spectral estimations are successfully app!led to time series ‘waves wﬂxth different
sampling rates. This r emphasises the importance of selecting a suitable sampling interval for better estimates of parametric modelling and also
for better statistical representation. Implementation of the above algorithms in a structural monitoring system has the potential advantage of storing
more representations of wave environment than is currently possible because of the reduced size of the data sets.

modified the LPT method and then applied to time series for

INTRODUCTION offshore dynamic processes. Mandal et af (1992) bad showed that
the initial acc AR estimates would lead to estimate the better
Itis oﬁet; ncccssa]ry that in the absence of m;asul:ed timejz)c;;s \3}3;1 and reliable mdur:::d order AI;L A model. ot .
waves, theoretical power spectra (Pierson-Moskowitz, s . . X
etc.) are considcredp(t)“or various offshore applications. Even though In this paper, AR glgon!hm 1S fom]ul:fled based on the least Square
many present techniques are used for the simulation of time series ap Pm‘:h and ,"W"?d to.Nonh Sea time series waves. The ume
waves [Borgman (1969), Tucker, Challenor and Carter (1984)], series data sel is divided into three data sets with different sampling
these may not provide either accurate or computationally efficient rales. mn opl}mal model grder 5":1“_'10" of the A‘R model is cfm_led
results for specific offshore applications.  Presently available out using Akaike ‘“,f"’"‘a‘“’“ Fmenon and Minimum Description
methods (digital time series or spectral values) can not store short Lcr.lgthimethods, w,h“:h, are derived bascd on the least squares error
wave information for long periods in remote places. All these facts esumanqn. Samp]mg interval plays an important role for ,OPM
have led to the development of parametric modelling. parametric modelling of ocean waves. The spectral comparisons of

the FFT and AR models are examined for selecting suitable
sampling interval of the time series waves. Then the reduced order
ARMA spectral estimation technique is applied to describe the time
series with minimum loss of information.

Various parametric system identification techniques are applied to
ocean wave dynamic systems. Spanos and Hansen (1981) used
maximum entropy method which was referred by the authors as
Linear Prediction Theory (LPT). This is an autoregressive (AR)
algorithm for digital simulation of sea waves and can be used as an

efficient alternate method. They used Pierson-Moskowitz spectrum AUTOREGRESSIVE MODEL

as the target spectrum which can be obtained as the output of the AR . . L .

model. Time series waves were determined as the output of the E‘e time series {y,} is said to be an autoregressive process, AR(p) of
recursive digital filter to a white noise input. Although AR spectral ¢ order p and is generated from the relationship

estimates fluctuated, in an average sense the AR model »

approximated reliably the Pierson-Moskowitz spectrum. It was = a 4+ A / P w (1)
emphasized that the numerical studies were considered as Ve Z ¢ Yeu !

k=1
preliminary, and the important aim of the study was to make

potential usefulness of AR algorithm for ocean engineenng

applications, Even though Fines et al (1981) described Here y, is the rth sample of the discrete stochastic process and w, is
autoregressive moving average (ARMA) algorithm, they have made the white noise with variance p,.

some statistical studies applying AR algorithm to the time series The transfer function of the AR(p) process can be expressed as
waves measured off Norwegian coast. Medina and Sanchez-
Carratala (1991) established a robust AR mode] of JONSWAP wave

spectrum, where the addition of white noise with a variance of N VP
0.0025my (my is the spectral moment) makes an acceptable fitting of H x(Z) = ) (2)
the AR spectrum to JONSWAP spectrum. Witz and Mandal (1991) I+ Y ay z2*

k=1
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Therefore, the estimated power spectrum, S, (@) of the time series y, .

can be written as

\H ir (e ¥
Py

P
L+ Y are™

k=]

Sylo) =

(3)

Where sampling period, T is generally defined by the cut-off
frequency, oy, through the Nyquist relationship

The autocorrelation function; R, of the finite set of the time series
data, i.e., {0<Y <M}, can be calculated from the relationships

(4)

M
=fiMA) Y, ¥, Yiu

r=A+]

where, f(M, &) = 1/(M- 1) for the unbiased sample correlations, ahd
fiM,L) = 1/M for the biased sample correlations.

Let € be the error between the target spectrum, S(w), and the
estimate power spectrum of the AR output, S,,(«), is expressed as

(5)

J‘ S(o )
Zmb Sy,((n)

By minimizing € and substituting Syy(®) [equation (3)] in above
equation, the parameters a, are determined. Therefore, minimisation
of error, €, brings the following important relationship

de

da’;

P
Z g Ru.ﬂ = -Ri : ©)
k=}

= 0

Equation (6) can be written in Toeplitz matrix form as

Ry R, R, - Rp a; R,
R, Ry Ry .. Ry, a, R,
R, R, Ry . Rp, .l ayl = -| Ry (7
Rp-y Rp Rp 3 - 2 Rp

These are also known as Yule-Walker equations (Mandal ef al.,
1992). Using equations (7), i.c., when the parameters a,, a,, 83, ...
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a, and noise variance p,, are determined, then the time series y, can
be generated digitally by using recursive equation (1).

AUTOREGRESSIVE MOVING AVERAGE MODEL

Let the time series {y,} be an autoregressive moving average
(ARMA) process of the orders (p,q) with p>q. It is defined by the
difference equations

(8)

p q
'Zp‘ Ve + Zb‘ Wia
k=l =0

Here ¥, is the rth sample of the discrete stochastic process and w, is
the Gaussian white noise process.

The ARMA(p,q) process can also be expressed as the output of a
digital filter whose transfer function in terms of z-transform is

defined as
9
Z b z
Humul®) = —

1+Zak-z*
k=1

(9)

The estimated power spectrum, S,,(®) is written as

Splw) = IHARMA(ein)II (10)

There are various procedures available to obtain the unknown
coefficients a, and by [see Graupe et al, 1975, Spanos, 1983 and
Mandal et al, 1992]. As the reduced order ARMA method described
by Mandal et al (1992) shows potential usefulness in offshore
application, this method of obtaining coefficients of the reduced
order ARMA model is applied for the present study. The quality of
the reduced order ARMA spectral estimates will depend on how
accurately the initial higher order AR parameters are selected.

OPTIMAL MODEL ORDER SELECTION

The Yule-Walker method requires a minimum of p (where p is the
AR model order) correlation coefficients for the solution of the well-
determined set of equations of an AR process. Witz and Mandal
(1991) have demonstrated the improvement in spectral estimation
accuracy with a larger number of equations and more correlation
coefficients. However, there are higher computational involvement
associated with a higher order model. The question is how high a
model order should one select so that the solution remains
computationally efficient from the application point of view and the
model can represent an acceptable target.

The Least Squares Error (LSE) method is commonly used owing to
its simplicity, but can not be applied to any random process. If the

_ process is purely convergent, the least squares error will decrease

with increasing model order. Hence, using the LSE method, it is



sometimes difficult to select the model order which is the optimal
representation of the stochastic process. Other method based on
Akaike Information Criterion (AIC) (Akaike, 1974) or Minimum
Description Length (MDL) (Rissanen, 1983) overcome this problem.

The AIC and MDL methods are expressed as

AIC =M [In(ER)] + 2p
MDL =M [In(ER)] + p In(M)

where M is the number of time series data points and ER is the
average value of the sum of the squared error of the data or target
spectrum with the estimated values from 1 to M.

(11a)
(11b)

APPLICATIONS

The wave measurements (Heteren et al, 1988) were carried out from
the Noordwijk platform (MPN) at 17.3m water depth, and about
10km away from the Dutch coast. For the present study a time series
wave data (M12) measured from North East location of the platform
is used. This study considers 4096 discrete wave data points
collected at a sampling frequency of 4Hz.

The time series wave data set of same duration are categorised into
three time series of different sampling intervals: (a) time series of
4096 data points (denoted as M4096) with sampling rate of 4Hz, (b)
data set of same duration as in case of M4096 with selecting
alternate points forms the time series of 2048 data points (denoted as
M2048) with sampling rate of 2Hz and (c) data set of same duration
as in case of M2048 with selecting alternate points forms the time
series of 1024 data points (denoted as M1024) with sampling rate of
1Hz.

Fig.1a shows the comparison of the two time series M4096 and
M2048. Similarly Fig.1b shows the comparison between the two
time series M4096 and M1024. This emphasizes that the time series
(M2048) with sampling rate of 2Hz gives better representation than
that of M1024. From these figures one can easily identify the effect
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Fig.1a. North Sea time series waves: M4096 and M1024.
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Fig.1b. North Sea time series waves: M4096 and M2048.

on sampling rate on accuracy of the digitized time series. The auto-
correlation variation of the three time series is shown in Fig.2. Fig.3
shows variation of AIC [equation (11a)] and MDL [equation (11b)]
of the time series (M4096). From Figures 2 and 3 the optimal model
order is selected as 44. Therefore, the AR(44) mode! optimally
represents the time series (M4096). The spectral estimate
comparison of the AR(44) model and FFT is shown in Fig4.

Similarly, variations of AIC and MDL for the time series M2048 and

M1024 are estimated and the spectral comparisons between FFT and
AR methods are shown in Figures 5 and 6. While examining all the
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Fig.3. Variation of AIC and MDL for M4096.
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Fig.4. Spectral estimates of M4096 by FFT and AR(44).
3.500
- LEGEND -
—_— SpommobyFFT
2500 === AR{24) spectum |
2100
a0
0700
0.000
0.0000 0.5000

Frequency in Hz
Fig.5. Spectral estimates of M2048 by FFT and AR(24).
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Fig.6. Spectral estimates of M1024 by FFT and AR(11).

three cases, the AR(11) spectrum of the time series (M1024) is fairly
represented. The AR(24) spectrum of the time series (M2048) yields
better representation of the dynamic system because the energy at
second highest peak (0.11Hz) is much less as compared to other

-spectra of AR(11) and AR(44), and the energy at peak frequency

region is very closed to the one determined by FFT. Therefore, it is
observed that the very high sampling rate may give a better
representation of the system in time domain. However, it is not been
observed any improved statistical estimates as compared to other
time series with lower sampling rates. The FFT spectra of the above
three data-sets are examined. It shows hardly any significant
differences. While superimposing autocorrelation functions and
using x-axis scales for 1, 1/2 and 1/4 times of M4096, M2048 and
M1024 respectively (Fig.2), autocorrelation variation of M1024 is
distinguishable as compared to other two cases owing to its
roughness. This also shows that variation of autocorrelation lag is
directly related to the sampling interval of the time series waves.
Hence from the statistical point of view one should select a sampling
rate which will optimize the collection of long term time series data.

The reduced order ARMA spectral estimation techniques based on
Mandal er al (1992) are applied to M4096 and M2048 data sets.
Based on these techniques the coefficients of the initial optimal AR
polynomials are estimated from equation (6). After calculating roots
of the AR polynomial forming real modes, energy in each mode is
determined as shown in Tables 1 and 2. Selected modes which are
contributing higher energies form the reduced order AR part of the
ARMA model. The modes 9, 10 and 11 (Table 1) are multiplied to
form the reduced order AR part for M4096 data set. Similarly
modes 5 and 6 (Table 2) are multiplied to form the reduced order AR
part for M2048 data set. The moving average part is then calculated
based on the modal decomposition and partial fraction methods as
described by Mandal et al (1992). The coefficients, a, and by of the
reduced -order ARMA models are estimated, and the reduced order
ARMA(6,6) and ARMA(4,4) models represent M4096 and M2048
data sets respectively. The ARMA(6,6) and ARMA(4,4) spectra
give reasonable agreement with the FFT spectra as shown in Figures
7 and 8 respectively. It is observed that the time series with higher
sampling rate yields better reduced order ARMA spectral estimates.



Table | Modes and energy levels for M4096.
Mode Function Normalized
Energy
1 1 +2.0146z" + 1.0470z> < 1E-06
2 1+1.71362" +0.97282> < 1E-06
3 1+1.35182" + 0954072 < 1E-06
4 1+093312" + 1.051927 < 1E06
5 1-0.1283z" + 1293322 <1E-06
6 1- 140632 + 1.55602> < 1E06
7 1-0.42252" +0.69422> < 1E-06
8 1-2.59522" + 1.726127 < 1E-06
9 1-1.8786z" + 0931127 1.0000
10 1-1.7675z" +0.87632* 0.1482
11 1-1.0679z" +0.503227 0.0002
Table 2 Modes and energy levels for M2048.
Mode Function Normalized
Energy
1 1 +1.8658z" +0.9206z <1E-06
2 1 +0.38292" +1.38812* <1E-06
3 1+0.4805z" +0.49862 0.00001
4 1 - 1.44862" + 1.217222 <1E-06
5 1-1.6376z" +0.7902z2 0.9977
6 1-1.2788z" +0.570522 1.0000
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However, this comparison shows that the reduced order ARMA(4,4)
modelofMZMScanbcusedtonpmmtthemmn’edseawavc.
Using model order reduction techniques, here 4096 or 2048 data
points are reduced to a few values which are the coefficients of the
ARMA(6,6) or ARMA(4,4) model respectively.
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Fig.8. Spectral estimates of M2048 by FFT and ARMA(4,4).

Using optimal mode! order and appropriate sampling rate, the
number of AR or ARMA coefficients is much less as compared to
the number of FFT values. For on-line data collection programme
implementation of the AR or ARMA algorithms has the potential
advantage of storing more representations of wave environment than
is currently possible because of the reduced size of the data sets.

CONCLUSIONS

An AR algorithm is formulated based on least squares error method.
Optimal AR model orders are selected based on the AIC and MDL
methods.

This paper establishes a better understanding of Gme series data
analysis over sampling rate. One can generally examine such study
using only FFT technique. But, here a study using AR algorithm
strongly emphasises the need of suitable selection of sampling Tate.
The comparative study between the FFT and AR methods confirms
the selection of an appropriate sampling rate to obtain a better
statistical representation.

The reduced order ARMA spectral estimation techniques are
successfully applied for M4096 and M2048 data sets. Time serics of
4096 or 2048 wave data points can be represented by few values
which are the reduced order ARMA coefficients.

The present study demonstrates that implementation of the AR or
ARMA algorithms has the potentisl advantage.of storing meore
representations of wave environment than is currently possible
because of the reduced size of the data sets.
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NOMENCLATURE

a, CoefTicients of AR process

b, Coeflicients of ARMA process (numerator)

a(z")» Polynomial of AR process

Har(2) Transfer function of AR process

Harma(2) Transfer function of ARMA process

M4096 Time series with 4096 points and 4Hz sampling rate
M2048 Time series with 2048 points and 2Hz sampling rate
M1024 Time series with 1024 points and 1Hz sampling rate
p AR model order (denominator)

q Model order of ARMA process {numerator)

R; Correlation coefficients of the random process

S(w) Target power spectrum

Sy (@) Estimated power spectrum of AR model



