538

IEEE JOURNAL OF OCEANIC ENGINEERING, VOL. 33, NO. 4, OCTOBER 2008

Investigation of Normal Force and Moment
Coefficients for an AUV at Nonlinear Angle
of Attack and Sideslip Range

Ettore A. de Barros, Member, IEEE, Jodo L. D. Dantas, Anténio M. Pascoal, Member, IEEE, and Elgar de S4

Abstract—This paper presents a comparative study of compu-
tational fluid dynamics (CFD) and analytical and semiempirical
(ASE) methods applied to the prediction of the normal force and
moment coefficients of an autonomous underwater vehicle (AUV).
Both methods are applied to the bare hull of the vehicle and to the
body-hydroplane combination. The results are validated through
experiments in a towing tank. It is shown that the CFD approach
allows for a good prediction of the coefficients over the range
of angles of attack considered. In contrast with the traditional
ASE formulations used in naval and aircraft fields, an improved
methodology is introduced that takes advantage of the qualitative
information obtained from CFD flow visualizations.

Index Terms—Autonomous underwater vehicle (AUV), com-
putational fluid dynamics (CFD), hydrodynamic derivatives,
maneuvering.

I. INTRODUCTION

HIS paper addresses the problem of autonomous under-
T water vehicle (AUV) modeling and parameter estimation
with the objective of developing computational tools to predict
the dynamic performance of such vehicles, thus providing solid
guidelines during their design phase.

Parameter estimation methods have been used for decades in
the ship building industry to predict the maneuvering perfor-
mance of marine vehicles. Recently, spawned by the widespread
availability of powerful computers, there has been a surge of in-
terest in applying computational fluid dynamics (CFD) methods
to construct the flow field and calculate the pressure distribu-
tion acting upon a submerged vehicle, from which the resulting
forces and moments of interest acting on it can be calculated.
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A number of authors have applied numerical tools to predict
added masses, static forces and moments, and the wake field
of submarines and other underwater vehicles [1]-[9]. More re-
cently, CFD methods were used by Phiilips et al. [10] to pre-
dict the dynamic stability derivatives of an AUV. The work of
Yamamoto [11] proposes the use of CFD tools to optimize the
shape of AUVs during their design phase.

Currently, the CFD approach to parameter estimation requires
a considerable degree of expertise on grid generation and on the
mechanization of the supporting numerical models. It also lacks
experimental validation. Nevertheless, it holds great promise
for the development of expedited vehicle parameter estimation
methods. It is important to remark that a detailed numerical sim-
ulation of the flow field over a complete vehicle configuration
is not usually justified in terms of cost/benefit for preliminary
design, maneuverability, and control analysis of low to middle
cost AUVs. However, CFD methods are expected to play an in-
creasingly important role in the design of more advanced, hy-
drodynamically efficient AUVs.

To investigate the maneuverability of fully submerged vehi-
cles, it is customary to represent fluid generated forces and mo-
ments in terms of coefficients, called hydrodynamic derivatives,
that express the sensitivity of each force and moment to each
component of the velocity and acceleration of the vehicle itself,
as well as to the control surface deflections. After determining
these coefficients, motion simulators can be implemented and
maneuvering performance and control strategies easily evalu-
ated. Analytical and semiempirical (ASE) methods for the cal-
culation of hydrodynamic derivatives yield approximate results
that can be used to predict maneuverability characteristics, se-
lect hydroplanes, and investigate control strategies at an early
stage of vehicle design. ASE methods are directly focused on
the estimation of parameters such as added mass and inertias
(acceleration related coefficients), linear and nonlinear damping
coefficients (related to velocities), and control action related pa-
rameters. Advanced approaches to AUV design may also in-
volve combined plant/controller optimization, where prediction
methods of hydrodynamic derivatives play an important role
[12]. The ASE approach to derivatives estimation provides an
analytical formulation based on physical concepts that can help
in the interpretation of experimental and CFD results as well as
in defining uncertainty interval for hydrodynamic parameters to
help in the design of robust control systems.

The application of ASE methods to the estimation of subma-
rine and AUV model parameters has been previously reported in
the literature. See [13]-[19] and the references therein. Most of
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the approaches rely on direct adaptation of methods originated
in aeronautics for predicting the dynamics of aircrafts [20], [21].
However, to the best of our knowledge, no in-depth, system-
atic study has been done on the evaluation and validation of the
above methods for AUV maneuverability prediction. As a con-
sequence, there seems to be lacking an established approach for
AUV parameter estimation allowing for the computation of the
modeling errors incurred.

The ASE approach can take the benefit from specific analysis
provided by the CFD simulation to adjust the formulas and im-
prove the accuracy of estimates. Considering the usual shape of
AUVs, the CFD results for critical components such as the bare
hull or the lift surfaces are much less demanding of expertise
and computational resources than the complete configuration of
the vehicle. To establish the prediction approach, it is therefore
important to combine and compare the types of estimates that
are obtained with ASE and CFD methods, and to later judge the
precision of those estimates by resorting to towing tank and field
experiments.

This paper addresses the comparative study of ASE and CFD
methods for prediction of normal force and moment for an AUV,
considering the full range of angle of attack and sideslip that
may occur during typical maneuvers. The vehicle predicted pa-
rameters provided by both approaches are compared to exper-
imental results from towing tank tests. This work should be
viewed as contribution to the development of efficient methods
for maneuverability and control studies of axi-symmetric type
of AUVs. Previous work by the authors in this direction started
with the prediction of stability derivatives for the vehicle MAYA
[22], [23], an autonomous vehicle that was developed under a
joint Indian—Portuguese project.

The modeling of nonlinear forces and moments can be used
for implementing realistic simulators and may improve the es-
timation of stability derivatives for maneuverability prediction
and design of linear control strategies.

The axi-symetric bare-hull geometry has been thoroughly
studied, and in particular, the shape proposed by Myring [24]
has been chosen for calculations and experimental validation.
This geometry was adopted for vehicles such as Remus [18]
and the MAYA AUV.

This paper is organized as follows. Section II presents the
adopted methodology for CFD simulation, and the estimated
pressure distribution and the flow characteristics in critical
points of the vehicle. Section III discusses the main ASE
formula proposed in the literature for estimating force and
moment coefficients in the bare-hull case and for taking into
account the hull-lift surface interaction. Section IV analyzes
the results originated from the former approaches, comparing
them to the parameters obtained in towing tank experiments.
Finally, Section V provides a critical review of results obtained
and indicates future steps for the research.

II. CFD SIMULATION

This section describes the results of CFD analysis of the
MAYA AUV (see Fig. 1), the particulars of which are con-
densed in Table 1.

Fig. 1. MAYA AUV.

TABLE 1
MAIN PARAMETERS OF THE HULL

Bare Hull Length (m) 1.742
Hull Maximum Diameter (m) 0.234
Base Diameter (m) 0.057
Nose Length (m) 0.217
Middle Body Length (m) 1.246
Myring Body Parameter 6 (°) 25
Myring Body Parameter n 2

The vehicle has a Myring-type body defined by a nose sec-
tion, a middle body cylindrical section, and a tail section. The
nose shape and the tail shape are described by the modified
semielliptical radius distribution [24]

r(z) = %d [1 - <"” ;Z"Z)Z] )

and the cubic relationship

tan 6
(100—nl—dl)

2} (z—nl—cl)® (2)

r(x)=sd— [2( 3d -

2
2 100—nl—cl)? } (z=nl=cl)

n d B tan 6
(100—nl—cl)® (100—nl—cl)

respectively, where x is the axial distance to the nose tip, d is the
maximum hull diameter, n! is the nose length, ¢l is the middle
body length, and 6, the Myring parameter, is the tail semiangle.

From the 2-D profile defined above, the body of revolution is
generated. The solver adopted in CFD simulations is the Fluent
6.2, using the “k — w shear stress transport” turbulence model.
Taking such model into account in the grid generation, the near-
wall (i.e., close to the hull surface) modeling method defines the
minimum spacing between grid elements to achieve y*, repre-
sentative of the local Reynolds number, as close to 1 as possible
[25]. This parameter is defined as

Z/+ _ YU

= 3

v

where y is the distance to the body surface, w. = \/7w/p, Tw 18
the shear stress at the body surface, p is the density of the fluid,
and v is the kinematical viscosity of the fluid.
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(b)

Fig. 2. Grid representation showing (a) the space closely around the vehicle and (b) the boundary layer.

Velocity [m/s]
000 007 0.14 021 029 036 043 050 057 064 071 079 086 093 1.00

Fig. 3. Flow at zero angle of attack.

The procedure to define the spacing between grid elements
adopted as a starting point the boundary layer thickness distribu-
tion for the Myring geometry calculated in [26]. The maximum
value of the boundary layer thickness was adopted as the height
of the near-wall region, constant along the whole length of the
body. The spacing was defined by dividing each longitudinal
station into 40 elements, orthogonally to the body surface. The
height of each element was gradually increased from the surface
to the boundary layer end. At the stern, where the viscous effects
are more important, the density of the elements was increased by
reducing their length. The final value of 3+ obtained was veri-
fied in the simulations, and it was close to 1 in most of the region
around the body, as desired. Because the body is axi-symmetric,
and subjected only to a variation in the angle of attack, a grid
including just half body was considered, to save computational
resources. The grid space was decomposed into three regions:
a boundary layer region, the space closely around the vehicle
(Fig. 2), and the outer region. All three regions included only
hexagonal elements, the size of which was increased from the
vehicle surface to the outer region. The outer region is a cylin-
drical volume. Its length is 50 times the vehicle length and the
cylinder diameter is 35 times greater than the vehicle diameter.

From the simulation results, flow visualization and pressure
mapping provided important information concerning the loca-
tion of increased vorticity and flow separation. The increase in
viscous effect with the angle of attack is clearly visible in Figs. 3
and 4. Fig. 3 shows the attached flow at zero degree of angle of
attack, while Fig. 4 shows the perspective view of the vortex
flow and separation that starts at the middle body for an angle
of attack of 20°.

Velocity [m/s]
— ]
0.14 021 029 036 043 050 057 064 071 079 0.86 093 1.00

0.00 0.07

Fig. 4. Vorticity and flow separation at 20° angle of attack.

Fig. 5. Vortex distribution around the body for different angles of attack.

Fig. 5 is a visualization of the pressure distribution of the
flow around the body for a range of angles of attack from 5° to
20°. Small areas over the hull representing the vortices of flow
separation from the upper surface of the body can also be seen to
increase in number and area, as the angle of attack is increased.

Fig. 6 shows a picture of the stern at different angles of attack.
In the figure, X indicates the station of the body where, as
predicted by the Datcom approach [21], the flow ceases to be
considered as potential. As the angle of attack is increased, it
can be observed that reverse flow areas are moved to the lateral
side. Even at the stern, where the viscous effects are supposed
to be predominant, it is possible to identify areas (indicated by
the light color streamlines) where the flow can be considered as
potential.
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Velocity [m/s]
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Fig. 6. Flow visualization at the stern. The station “X” indicates the section where the flow ceases to be considered as potential according to the Datcom procedure

for estimation of lift force and moment coefficients.

After validating the results, details of the flow simulation
around the body and the coefficients calculated from CFD were
used for adjusting the ASE formulas and combining numerical
and analytical approaches for the derivatives estimation.

III. ANALYTICAL AND SEMIEMPIRICAL ESTIMATION

This section summarizes the key steps involved in the deriva-
tion of ASE formulas to estimate the hydrodynamic derivatives
of a fully submerged body. The formulas used in this paper orig-
inated in the aircraft and missile related literature [27] but were
properly modified to include the results of research work in the
marine field, namely, in what regards the study of rudder influ-
ence on ship maneuverability [28]. They can be applied to pre-
dict the hydrodynamic derivatives of a large class of AUVs with
conventional, streamlined bodies of revolution.

A. Bare-Hull Coefficients

In the Allen—Perkins [29] model, the cross-flow lift attributed
to viscous cross-flow separation is added to the lift predicted by
potential flow theory. The potential lift term adopted is the one
derived by Munk [30] for the cross force per unit of length, given
by

. ds
fp = (K2 — K1)goo sin 204% 4)

where S is the cross-sectional area of the body at the axial dis-
tance = from the nose tip, « is the angle of attack, and ¢ is
the free stream dynamic pressure. The coefficients K; and K,
are, respectively, the longitudinal and transverse apparent mass
coefficients for the body. The difference (K2 — K1) is close to
unity for slender bodies.

For supersonic flow, the classical work of Ward [31] has
showed that the cross force at small angles of attack acts at
an angle midway between the normal to the axis of revolution
of the body and the normal to the free-stream velocity (i.e., at
an angle «/2). Thus, the formula in (4) would be multiplied
by cos(a/2) in this case. This result has been adopted by the
missile community even for the subsonic flow [27], [29]. In this

paper, however, the simpler expression for the normal force
derived by Munk and by the subsonic slender body theory is
adopted [32].

For the cross-flow lift originated from viscous separation, in
the case of a body of revolution with high fineness ratio, each
circular cross section is treated, in the Allen—Perkins model, as
an element of an infinitely long circular cylinder. The resulting
viscous force per unit of length is given by

fo=2rCq,qn 5)

where r is the body radius at station x from the nose tip and

pV2 sin? o

; (6)

qn =
is the dynamic pressure component normal to the body axis. Pa-
rameter V, denotes the free stream velocity while C,; taken as
1.2 is the steady state cross-flow drag coefficient for an infin-
itely long circular cylinder.
Based on these considerations, the proposed formula for the
normal force coefficient Cy () is given by

Cn(a) = Cnp(a) + Ony(a@) @)

where Cp(a) and Cp, () denote the potential and viscous
terms, respectively. In (7)

Cnpla) = 5 sin(2a) (8)
Sref
and
Sp .2
Cny(@) = nCdS— sin” o 9)
ref

where S is the base area, S, is the planform area at the zy
plane (Fig. 1), and S, is the reference area (taken as L2 in this
work). The coefficient 7 is a correction factor, equal to the ratio
of Cy,, for a finite length cylinder to that for an infinite cylinder.
This parameter is a function of the fineness ratio L/d [21], [27],
where L is the body length and d is the body maximum diameter.
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The moment coefficient C,, is defined by

E

L
C,, = 73 /CN(:L’)(:L’m —z)dz (10)
0

where z,,, is the axial distance from the nose tip to the center of
rotation and
dS(z)

en(z) = Sin(2a)d— + 2nCysin’(a)r(z)  (11)

with 7(x) denoting the cross-sectional radius at the axial dis-
tance z from the nose tip and S(z) is the corresponding cross-
sectional area. From the above formulas

_)L_m .
C,, = Ei__figiy__fL_Z}Sln(Qa)

Sp [(Tm — T\ . o
—1—770(1771;—1; <T> sin®(a) (12)

where V' is the body volume and z. is the axial distance from
the nose to centroid of the bare-hull planform area at zy plane.

The Allen—Perkins model yields very good results for the es-
timates of the normal force coefficient and produces satisfac-
tory predictions for the moment coefficient in the case of typ-
ical missile shapes, where a long cylinder ends in a blunt base.
Taking into account the smooth decrease of the cross-sectional
area at the stern, which occurs also in the case of aircraft, the
Datcom handbook [21] suggests that the slender body formula-
tion of Munk should be used from the nose tip to the station X
of the body at which the flow can no longer be considered as po-
tential. The semiempirical expression for the axial distance z,
between the nose and the station X, is given by

xo = 0.378L + 0.527z; (13)

where z; is the coordinate where the body profile has the most
negative slope in the aft direction.

In the Datcom approach, the viscous contribution is consid-
ered only in the region at the stern where the flow is assumed to
be entirely viscous. The formula assumes that the body lift is a
simplified function of the angle of attack and is given by

L
Ky, — K1)2 20
Cr = M + @ /W(Q;)Cddx (14)
Srcf Srof .
z0

where S is the sectional area at (. Actually, taking as reference
the Allen—Perkins model, the underlying assumption in (14) is
that the angle of attack is small enough so that sin @ = «, and
cosa = 1. Moreover, the contribution of the axial drag force
to the lift is assumed negligible. Therefore, according to these
assumptions, the normal force coefficient can be approximated
by the lift force coefficient. The correspondent pitch moment is
given by

z0
(Kg — Kl) / dSx
m )Datcom — — 2 5 \LIm —
(Cim)pat Vi a I (z z)dz
0
9 L
2
+ @ /nT(x)Cd(xm —x)dz (15)
‘/ref
z0
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where S, is the sectional area at the station « from the nose tip
and V¢ is the reference volume for the nondimensional coeffi-
cient.

It is important to notice that the Datcom formula (11), which
is based on the work of Hopkins [33], was derived by performing
regression analysis on experimental data for 15 bodies of revolu-
tion. Of these, only one had geometry similar to that of a Myring
body (that is, a shape that includes a cylindrical middle body).
In the latter case, however, the formula derived did not provide a
good approximation to the moment coefficient. The simulations
by CFD suggest that a better approximation to zo would be aft
the position calculated by the Datcom approach. In fact, as in-
dicated by the flow visualization of Fig. 6, a significant portion
of the potential term can be assumed to act over the stern of the
bare hull, even when the angle of attack is increased. Moreover,
the viscous contribution to the cross lift taken along the length
of the hull, as in the Allen—Perkins model, seems to reproduce
more accurately the nonlinear behavior of the normal force as
observed in the experiments.

Motivated by the above considerations, this work proposes
an improvement to the Datcom formula (14), and to the
Allen—Perkins model represented by (8), (9), and (12). To keep
the simplicity of the ASE approach, a modified length = was
adopted as the average value between the vehicle length (used
in the Allen—Perkins model) and x, as calculated by (13). The
modified potential term, according to this approach, is indicated
by C’}‘{,p(a) and the moment coefficient expression changes to
= vi-s [go xm)} sin(2a)

) % (%) sin2(a)  (16)

where S* is the cross-sectional area at X§ and V'* is the volume
between this station and the nose tip.

C

+nCq

B. Fin Body Interaction at the Nonlinear Sideslip Range

Considering the axi-symmetric bare-hull case, its contribu-
tion to the lateral force and yaw moment due to sideslip can
be estimated by using the formulas of the preceding section.
The vehicle MAYA has one fin acting as a rudder in the vertical
plane. To predict its influence on vehicle maneuvering, formulas
normally used for conventional aircraft and ship were initially
investigated. The estimation of the lift coefficient, as a function
of the angle attack, was based on the work of Wicker and Fehlner
[34], who proposed semiempirical expressions similar to those
adopted for ship maneuvering models [28]. The lift coefficient
of a fin is calculated from

o 8CL CDc (0% 2
Crr = < 9o >a_0a—|— a (57.3) a7
where
(80L> B Cr,,
oo )y a’ Cr,,
57.3 [(COSA ot + 4) + —
(18)

is the lift slope coefficient. In the above equations, a is the effec-
tive aspect ratio, A is the sweep angle of the quarter-chord line,
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Fig. 7. CFD simulations: (a) fin alone normal force and (b) axial distance from the center of pressure to the leading edge, as a fraction of the chord length.

« is the angle of attack, Cr,, ,, is the section lift coefficient (this
value was adopted here instead of 27, for the sake of accuracy),
and Cp.. is the cross-flow drag coefficient (dependent on the fin
shape and taper ratio)

The fin cross-flow drag coefficient is given by

2
Cr.

mTae

Op,. = Cao + (19)
where Cy is the minimum section drag coefficient and e is the
“Oswald” efficiency factor; e = 0.9 [34]. The center of pressure
of the fin is calculated from the fin moment coefficient. Taking
as reference the distance from the leading edge of one forth of
middle the chord length, this coefficient is given by

aC,, aCy,
Crz/a=1025— —— L
mc/4 [ <8CL >CL=0 < o >(y:

where
aC,, 1 L1 [(a’+ )V 42
ICL ) c,—o 2 4(a +2)

From the above expressions, it follows that the longitudinal
position of the center of pressure, based on the middle chord
length, is given by

cre(ra)
0)

2n

(Cm)c/4:|_
CP):= (025 — ———— 22
(P = |25 - (2o @
where

(Cn)F = Cp,cosa+ Cp,sena (23)

is the normal force coefficient of the fin.

The formulation presented above does not take into account
the low Reynolds number effect. In fact, the cruising speed
adopted during the experiments and CFD simulations is 1 m/s,
which corresponds to Re = 1.32 x 10° based on the middle
chord length. At this condition, stall and nonlinear effects
are observed even at small angles of attack. Fig. 7 shows a
comparison between the normal force coefficient obtained from
(17) and (18) and the results from CFD simulations. They agree
very well, in terms of the normal force coefficient, up to 7°, and
around 13°, the stall is predicted only by the CFD methodology

——=

Fig. 8. Expanded fin and geometric parameters considered in the body fin in-
teraction.

[Fig. 7(a)]. A difference is also observed in the prediction of
the longitudinal position of the center of pressure [Fig. 7(b)],
the longitudinal position of which was measured from the fin
leading edge.

The fin—body interaction is considered next. In the “PNA
model” (Principles of Naval Architecture [27]), the interference
between the fin and the bare hull is considered through the ef-
fective aspect ratio, which is different from the geometric aspect
ratio. Assuming that the rudder is close enough to the hull so that
the cross flow over the root is negligible, the lift coefficient de-
veloped by that control surface is identical to that of a control
surface of twice its geometric aspect ratio.

According to the Datcom approach, the body influence on the
fin generated lift is taken into account through an increase in the
effective aspect ratio and a reduction of the lift of the enlarged
lift surface.

Atfirst, considering the expanded fin surface (Fig. 8), the ratio
between the effective and the geometric aspect ratio A,, is deter-
mined from the curves in Fig. 9(a), taking into account the taper
ratio value “)\,,” as a function of the span-to-the-hull-diameter
ratio 27 of the station where the fin is fixed. The effective aspect
ratio is then calculated as

a= f(by,1)As. (24)

The result is then multiplied by the body—fin empirical in-
terference factor, determined in Fig. 9(b) [21]. The final result
gives the fin lift slope coefficient.
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Fig. 9. Bare-hull and fin interaction: (a) effective aspect ratio and (b) empirical correction factor [21].

The Datcom prediction method seems to be more appropriate
for airplanes, where the vertical fin span is large compared to
the fuselage radius. According to this method, the ratio between
the fin span and the body diameter shows how close the body
effect is to that of an infinite plane, which makes the fin effective
aspect ratio double the geometric one [see Fig. 9(a)]. The other
effect of the body, obtained empirically [see Fig. 9(b)], is on
the fin efficiency as a lift surface. According to the coordinate
system (Fig. 1), the lateral force coefficient for the body—fin
combination is then calculated by

(Cy(B)pr = —Ku(CN)F-

Using a different approach, rooted in the slender body hy-
pothesis, the fin is modeled as an appendage of the hull. In this
case, the influence of the bare hull on the hydroplanes is based
on the added mass formulation for a slender body [35]-[38]. Ac-
cording to this approach, the body and fin set configuration is
constructed gradually from the bare hull, adding the horizontal
hydroplane, and, finally, including the vertical fin.

First, the interference from the horizontal hydroplanes on the
bare hull is captured by the coefficient

(25)

(mn)BH - (m11)B
(mn)B

Kpm) = (26)
where (mi1) g = 7pr? is the longitudinal added mass coeffi-
cient of the horizontal tail (formed by mounting each fin on one
side of a circular section, where r is the maximum hull radius at
the fin location) and (m11)z = mpr? is the longitudinal added
mass coefficient of a circular section. This factor multiplies the
bare-hull normal force coefficient. Note that the horizontal hy-
droplane effect onto the body lateral force K g () is zero in this
case, because (m11) gy = (M11) 5.

The interference factor from the body-horizontal hydroplane
to the vertical fin is estimated according to

(mll)BHL - (mll)BH

K =
F(B) (mn)L

27)

where (m11); = mp(s — r)?/2 is the longitudinal added mass
coefficient of the lower panel mounted on a perfect reflection
plane, where s is the span of the exposed fin and

2

mps® (T 2\ s o "
(mu1)BHL = 1 1+S—2 - 1—}—5—2 +2 1+5_4

is the longitudinal added mass coefficient of the vertical fin
added to the horizontal tail mounted on a circular section.

This factor multiplies the fin normal force coefficient to eval-
uate the body—fin combination in sideslip

(CY(ﬂ))BF = —KF(B)(CN)F-

The sideslip angle at the vertical fin is also influenced by the
vortices discharged by the body. The decrease in the sideslip
angle Af, can be estimated according to the strip method for-
mulation [39], [21]. For the range of sideslip angles consid-
ered, between —25 and +25°, the sidewash starts to be no-
ticed at the sideslip angle of 15° and reaches its maximum when
sideslip reaches +25°. However, the corresponding correction
angle never exceeds 2.5°.

The total lateral force and yaw moment coefficients are cal-
culated summing up algebraically body and body—fin contribu-
tions

Cy(F) = (Cy(B))p + (Cv(B+ ABw))pr

= = (On(2) g + (Cy (B + AB)) pr
Cn(ﬁ) = (Cn(ﬂ))B + (CY(ﬂ + Aﬂ“))BF 5'7/F(B)

= — (Cn(a))p + (Cy(B+ AB))pF x/F(B) (30)

where the index “B” refers to the bare hull, and “BF" refers to
the contribution of the body fin combination. This last contribu-
tion can be calculated by the Datcom method [(24) and (25)], or
by the “added mass” approach [(26) and (27)].

Note that the fin contribution to the moment is obtained by
considering the force applied at the fin’s center of pressure. This
center has a normalized longitudinal coordinate equal to ', (B)’
determined from Fig. 7(b) and transformed according to a co-
ordinate system at the vehicle buoyancy center, as indicated in
Fig. 1. This study did not take into account a possible change in
the center of pressure due to the body—fin interference.

(28)

(29)

IV. ANALYSIS OF ANALYTICAL, NUMERICAL, AND
EXPERIMENTAL RESULTS

In this section, the results derived from CFD simulations and
using ASE methods are compared against the normal force and
moment coefficients obtained in tank tests. The AUV model
was towed at 1 m/s, at different angles of attack/sideslip in
the interval from —25° to +25°. Two configurations were con-
sidered: the bare-hull model and the “I"” fin set configuration
(Fig. 1). The last configuration was submitted only to a varia-
tion in the sideslip angle. The coefficients are nondimensional,
according to the Society of Naval Architects and Marine Engi-
neers (SNAME) notation [40].
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Fig. 10. Comparison among CFD calculations and ASE methods for the bare-hull case: Allen—Perkins and linear Datcom models.
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Fig. 11. Allen—Perkins model cutting the bare hull at different stations.
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Fig. 12. Modified Allen—Perkins model for different base stations.

Figs. 10-13 show very good agreement between CFD and ex-
perimental results, thus adding credibility to the analysis based
on the CFD flow visualization that was used for selecting and
tuning the ASE formulas.

Fig. 10, related to the bare-hull case, includes the predicted
ASE estimations according to the original Allen—Perkins model
and the Datcom method. Both approaches provide similar esti-
mations of the normal force coefficient slope. The experimental
values for the moment coefficient are in between the Datcom
and Allen—Perkins estimates. The effect of the small quadratic
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term in the Datcom method can be observed in both graphs,
as well as the poor moment slope estimate according to the
Allen—Perkins approach.

The above results suggest that adapting the original
Allen—Perkins model for an increase in the normal force
coefficient and decrease in the moment coefficient could be
achieved by adopting the Datcom suggested value z( for
defining the location of the base station. Further improvement
could be achieved by taking the qualitative information pro-
vided by the CFD visualization (Fig. 6) into account. Fig. 11
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Fig. 13. Bare-hull normal force and moment coefficients using all methods tested.
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Fig. 14. Body-fin interaction using different ASE prediction methods for the fin—body interaction and mixing with the CFD result for the bare hull and fin alone.

shows the improved result in the linear range that is obtained
when the base reference is changed from the station proposed
according to the Datcom method to an average position between
the latter and the vehicle base station. From Fig. 11, a very
good prediction of the normal force and moment coefficient
slopes is observed.

A final adjustment was tested for improving the agreement
between the analytical and experimental results. A change in the
potential term was adopted to seek a better match between ex-
perimental and the ASE predicted results for the moment coeffi-
cient, which is more sensitive to the pressure distribution along
the body than the normal force coefficient. The approach is
based on a correction procedure adopted in [41]. In that method,
instead of cutting the vehicle at some station in the stern, the po-
tential term is attenuated by a factor (1—sin®% o), which multi-
plies the boat tail contribution to the potential term in the normal
coefficient term, to take into account the boundary layer thick-
ening and flow separation at the stern. However, as observed in
the CFD simulations (Figs. 4 and 5), boundary layer thickening,
as well as vorticity and cross-flow separation are spread over the
middle body length. The vorticity effect is likely to have its in-
tensity increased as the angle of attack grows. This is supposed
to disturb the ideal flow over the leeward side of the hull. There-
fore, to take this phenomenon into account, and simplify the for-
mula, a factor (1 — sin® «) multiplies the potential contribution
over all the length of the hull. The final formula, which gives the

best agreement between ASE predicted and experimental coef-
ficients, includes also the Munk factors

On(a) = (Ko — K1)Cnp(a)(1 —sin® ) + Cy,(@). (31)

The value of the exponent k that best fitted to the experimental
results was chosen to be 1.3. The significant attenuation effect
appears in the moment coefficient, since the viscous term disap-
pears with z¢ = x,,,. The same factor has much smaller effect in
the normal force because the viscous term dominance increases
with the angle of attack. In fact, from Fig. 12, it can be observed
that the force coefficient is much less sensitive to the value of k
when compared to the sensitivity of C,.

In Fig. 13, the curves produced by all the methods tested are
put together. The superior performance of the Allen—Perkins
model with « is clear whether in the original or in the mod-
ified form. It can also be observed that the uncertainty in the
estimate of the moment coefficient considering angles of attack
with amplitude greater than 10° is bounded to the interval be-
tween the estimates using = and z(, respectively.

Fig. 14 shows the comparison between the experimental
results and the results obtained with different methodologies
for predicting the fin alone and fin—body effects at sideslip.
All of them include the bare-hull component (C,,(3))ps es-
timated through the CFD simulation. The “PNA-Datcom”
model adopted the equations (17)—(25) and the chart in Fig. 9
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Fig. 15. Body-fin interaction using ASE prediction methods for the bare hull and the fin—body interaction, mixing with the CFD result for fin alone.

for estimating the total side force and yaw moment coeffi-
cients. The “Datcom” curve corresponds to the approach where
(17)—(23) are replaced by the CFD results presented in Fig. 7,
and the body—fin interference is calculated through (24) and
(25). Finally, the “added mass” model uses the CFD results for
the fin alone combined with (26)—(28). The stall and the more
accentuated nonlinear behavior of the fin alone curves are atten-
uated for the combination though it is possible to observe them
in both graphs of the figure for the interval between 10° and
15°. Such tendency is followed more accurately by the “added
mass” model. In the first model, the lower hull-fin interference
factor is compensated by neglecting the fin stall and adopting
the expanded fin area in the equations. Such fortuity in the
combination of results and the dominant role of the body can
explain the overall performance of the “PNA-Datcom” model.
A more realistic performance from the Datcom approach
is probably represented by the second model, where the fin
behavior represented by Fig. 7 is considered.

The tests represented by Fig. 15 change only the bare-hull
component, which is estimated according to (31) and the cor-
responding moment equation. As expected, the performance in
predicting the moment coefficient is degraded at larger angles of
sideslip. Despite this, the pure ASE approach provides a satis-
factory performance for most of the angles of the sideslip range.

V. CONCLUSION

This paper presented a comparative study of CFD and ASE
methods applied to the prediction of the normal force and mo-
ment coefficients of the MAYA AUV. Both methods were ap-
plied to the bare hull of the vehicle and to the body—hydroplane
combination.

The CFD calculations have provided very good predictions
for the bare-hull normal force and moment coefficients. This
makes the information given by the flow visualization and pres-
sure distribution very useful to select or adjust the ASE formulas
for predicting those parameters based on the vehicle geometry.

Unlike the case of blunt base type vehicles, the original
Allen—Perkins model does not yield good estimates for the
angle of attack range considered. The procedure of considering
the vehicle length up to a station in between the base and that

one suggested by the Datcom approach can give better estima-
tions for the normal force and moment slopes. The estimate
uncertainty for the moment coefficient in the range of larger
angles of attack is reduced when compared to the difference
between the estimates provided by conventional methods such
as slender body theory and Datcom.

The combination of CFD with the ASE methodology can give
good cost/benefit results. This was shown by considering the
very good results from CFD analysis for the bare-hull pressure
distribution, which can be obtained without having to resort to
intensive computations, because of the simple axi-symmetrical
shape of the body. The CFD-ASE combination was important
also for predicting the stall and the strong nonlinear behavior
of the lift surface at moderate angles of attack. This type of in-
formation will certainly play a major role during the phase of
vehicle design to meet desired open-loop performance require-
ments. At the same time, once bounds are known for the inac-
curacies that are inherent to prediction methods, better control
methods can be devised to explicitly deal in closed-loop with
the uncertainties of the design models obtained

Further investigations should consider the more conventional
“+” fin configuration and the effect of the propeller duct on the
vehicle hydrodynamic coefficients.
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