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Abstract 
Internal Wave (IW) characteristics and the impact of IW on acoustic field have been 

studied utilizing the hourly time series of temperature and salinity data collected at a coastal 

site off Paradeep (North Bay of Bengal) during 24 - 25 October 2008. The IW characteristics, 

viz; period )( pert , velocity )( velC , wavelength )(L   and wave numbers )(k  are found to be 

2.133 hrs – 34.72  hrs,  0.135 km hr-1, 0.37 km - 6.2 km and 2.70  - 0.16 cycles km-1 

respectively. The semi-diurnal tidal forces are predominant than diurnal as well as at other 

frequencies and its contribution is about 64% towards the total potential energy ( 34.30 =E  J m-2). 

Sound velocity perturbations with space and time in the presence of IW field are examined 

from Garrettt-Munk (GM) model. Transmission loss anomaly for optimized source-receiver 

configuration at the depth of 53 m and range of 9 km has been computed from acoustic 

modeling. The loss in the acoustic transmission is found to be 38.4 dB in the presence of Low 

frequency IW field.  

 

Key words: Internal waves, Garrett-Munk model, acoustic modeling, ray paths, 

                   Bay of Bengal  

 

 

 

 

 

 



1. Introduction 
         Physical variability occurs in the ocean with space (scales of millimeters to planetary) 

and time (from seconds to geological times) due to external and internal forcing (Robinson and 

Ding Lee, 1994). Physical oceanographers are interested to study the variability of ocean 

environment (of different spatial scales: global – basin – subbasin – mesoscale – 

submesoscale – fine and microstructure) rather than it’s mean. To monitor ocean variability, 

acoustic principle is adopted.  In ocean-acoustic modeling almost all the effects of oceanic 

volume changes are accounted for by the changes in the ocean sound velocity, or equivalently, 

by changes in the index of refraction.  It is well known that in the ocean, sound (in contrast to 

light) is the only viable means for communication and range finding and also synoptically 

probing of above oceanic features. Sound can fulfill all the three requirements: (1) penetrative 

range is more, (2) high resolving power, and (3) high velocity of transmission. For monitoring 

the above features and their impact   on sound propagation, acousticians usually conduct the 

experiments to measure the travel time and amplitudes of sound pulses between sound 

sources and receivers distributed at suitable locations in the ocean (Ramana murty and 

Mahadevan, 1994). In this technique we assume a reference ocean stratified in the vertical 

direction, and trace the sound ray paths from a source to a receiver. For this simulation, the 

local climatological (or insitu) mean state of the ocean could be used as the reference state. 

Indeed it can be justifiably stated that in the large majority of ocean-acoustic models, the only 

link between the acoustics and the oceanography is via the sound velocity.  Oceanic changes 

relevant to underwater acoustics are classified into mean and fluctuating components (De 

Santo, 1979) with the following general model of the sound velocity equation                      

)1(..........),()()(),( 21 trCrCzCtrC o δδ ++=     

−z depth, −t time, −r three dimensional position                       

having characteristics: 1) a mean vertical profile )(zCo  that represents local  
climatology (C0 ~ 1500 ms-1), 2) a meso scale component ( )(1 rCδ ) (fronts, eddies) -- 

deterministic with respect to the acoustic time scale ( 210~/1
−

oCCδ ), and 3) a time-

varying component ( ),(2 trCδ ) (i.e small scale time varying component with respect to the 

acoustic time scale, 410~/1
−

oCCδ ) that represents small scale fluctuations caused by 

Internal Waves (IW) of fine and microstructure. At typical sonar operating frequencies, the 



main cause of these fluctuations ( ),(2 trCδ  ) are IWs. These can be strong enough to completely 

prevent a signal from being detected.   Of the oceanic fluctuations categorized in the above, 

the smaller scale statistical component fluctuations ( ),(2 trCδ  ) occur on temporal and spatial 

scales more comparable to the acoustic scale. These fluctuations would affect the coherence 

with space and time of repeated acoustic measurements done by acousticians. These 

fluctuations ( ),(2 trCδ  ) and their effect on ocean acoustics that we will examine with insitu time 

series observations off Paradeep to have pre-requisite information before conducting the 

actual experiment. Signatures of IW characteristics of ( ),(2 trCδ  ) can be deduced by collection 

of continuous records of environmental time series data from current meters having proper 

choice of sampling interval (viz., sample interval is 1-5 minutes) and CTD data to derive 

stratification of the water column. 

 In a stratified medium, a fluid displaced from its equilibrium level experiences a restoring 

force proportional to reduced gravity and the disturbance propagates in the form of an internal 

wave (IW). This oscillating motion in the interface layer is described as an IW and does not 

affect the surface. Study on IW has many applications which include: Military (submarine 

navigation) and Civilian (pollution monitoring, power generation, offshore oil drilling operations) 

and also play a major role in ocean thermodynamics. In view of these aspects, many 

researchers identified the IWs from SAR images (Xiaofeng Li, et al, 1999), shipboard Radar 

(Dong-Jiing Doong et.al, 2007), special instrumentation like Isothermal follower and thermistor 

chain (Garrett and Munk, 1979). An insight into IWs in the seas around India has been broadly 

described by Murthy (2002). In the recent past some studies were done on IWs in the seas 

around India utilizing the time series measurements from stationary ships and from the 

oceanographic buoys in the Arabian Sea (Murthy and James, 1996; Murthy and Mohan Kumar, 

1996; Krishna Kumar and Murthy, 1998). Most of these studies revealed the IW parameters 

like amplitudes, frequencies, speeds and directions, wavelengths, etc., and their variability with 

space and time. Such studies have not been done in the Bay of Bengal which may be due to 

lack of data.  It is too expensive and tedious job to get the IW field with space and time. 

Simulation technique provides alternative to direct observations for generating large amounts 

of synoptic data over specified ranges and resolutions. However the simulations can never 

replace the direct measurements, rather supplement them. In the present study, we have 

attempted to simulate random linear IW field 2Cδ  from source using modified GM model (Dirk 



et.al, 1997) from the time series CTD data was collected by SBE 19 plus seacat profiler (Make 

Seabird electronics, USA) at a depth of 130 m off Paradeep in the north Bay of Bengal (Fig.1). 

The GM model incorporates more observational data than any other model and has been 

widely accepted by the scientific community worldwide. GM model can generate IW field with 

space and time from the time series data at a fixed location, which will be useful to run 

acoustic model and these results are useful to naval operations. The sound velocity 

perturbations at different depths (computed from CTD time series data off Paradeep) as 

reproduced from the GM model at specified ranges due to these IW are utilized to estimate the 

changes in the acoustic transmission loss with the ray model which is useful for navy for under 

water communication. 

  

2.  Data and Methodology 
Time series CTD data at hourly interval at a depth of 130 m (shown as diamond in 

Fig.1) collected off Paradeep, East Coast of India during 24 – 25 October 2008 have been 

used to study the IW characteristics. 

2.1 IW Characteristics 

 Typical vertical scales of IW are around 10 m and the horizontal scales vary from few 

hundreds meters to kilometers. Temporal scales are of the order of hours, bounded by a 

minimum frequency at the inertial frequency ( Iω ) (a function of latitude) and a maximum 

frequency at the Brunt-Vaisala frequency )(
z

gN
∂
∂−

=
ρ

ρ . With in the above frequencies, IW 

characteristics like amplitudes, velocities, wave length, wave number, energies were computed 

following the earlier studies (Defant, 1961; Murthy and Murthy, 1986; Stephen, 2000). The 

waters in the pycnocline are stratified i.e., least turbulent. When these waters are disturbed by 

an external force (winds, surface waves, tides, etc) and internal force (shear associated with 

currents, bottom force etc) they respond through manifestation of IW.   

One of the required parameters for the simulation of IW by GM model is wave number 

( Lk /2π=  , pervel tCL = , where L , velC , pert  are wave length, velocity and period respectively.  To 

compute L , velC   and pert  are needed. velC  is computed using two layer density model  ( Defant , 

1961) as  ρρρ /)( '2 −= ghCvel   where h  is the thickness of the top layer of weak density 



gradient, ρ   is density of bottom layer of strong  density gradient 'ρ  is the mean density of top 

layer of weak density gradient and g  is the acceleration due to gravity.  Here we have 

considered wave number domain ( k ) (Sridevi et al., 2010) instead of frequency domain ( Iω ) 

(Krishna Kumar and Balasubramanian, 2005). An insight into IWs in the seas around India was 

reviewed by Murthy (2002) and found that the IW frequencies extending from inertial frequency 

to semidiurnal frequency – internal tides - dominate the low frequency (LF) band of IW, while 

IW of > 0.5 cph (0.005 hrs) dominate the high frequency (HF) band of IW i.e., in terms of wave 

number ( k ) range LF IW field is found to be 0.02 cycles km-1 to 0.91 cycles km-1. In the 

present study, the simulation is confined to study the impact of LF IW field on sound 

propagation.  Another parameter required for GM model is energy factor ( oE ) which can be 

estimated from the in-situ time series data.  In order to compute oE ,  amplitudes and phases of 

IWs are needed. For this purpose, the temperature ( ),( tzT ) and vertical displacement ( ),( tzη ) 

of pycnocline due to IW expressed in terms of ensemble mean )(zT , tidal constituents ( Iω ) are 

estimated following Stephen (2000): 
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where z  is the depth array, t is the time array, n is the number of tidal 

frequency.  The vertical displacements for each tidal constituent can be estimated by dividing 

the amplitude functions by the vertical gradient i.e., )(/)(
z
TTz ii ∂
∂

=η . The functions of  )(zT
iφ  

and )(zi
ηφ represent phases corresponding to temperature and displacement. Once amplitudes 

and phases of displacement function ( ),( tzη ) of IWs are computed, oE  [= Potential Energy 

(PE) + Kinetic Energy (KE) + Baroclinic potential energy (BPE)]   can be estimated (Stephen, 

2000).   
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where NHTvu ,,,,,, ρη  are the displacement profile, zonal  and  meridonial currents , 

observational period, density , water depth  and Brunt-Vaisala frequency  respectively . Here < 

> indicates ensemble average. Equations (4-6) have been performed by cubic spline method 

(Ralston and Wilff, 1967).  Apart from above parameters, stratification scale ( B ) and 

extrapolated parameter ( oN ) are also needed for GM model and can be computed from 

formulae Bz
o eNzN /)( −= . The least square method adopted for the data )(zN to obtain parameters 

( B ) and ( oN ). The value of B  is 0.129 km. The value of cphNo 029.0=  has been taken as 

inertial frequency (Krishna Kumar and Murty, 2002).  

 

 

 

 

2.2 Modeling of Internal Waves 

 
 Simulation may be defined as the process by which a realistic field of oceanographic 

variables is generated. Such oceanic environment simulations are required to be used in 

systems design, system performance evaluation and basic research.  

          The IW parameters vary with space and time. Their measurements at sea are too 

expensive. Therefore successful modeling of IW provides the IW parameters at any interested 

site in the sea. Garrett and Munk (1975) succeeded in modeling deep water IW-GM model – 

and later improved it for the shallow water IW, (Munk, 1981).This GM model takes the input of 

mean sound velocity ( )(zCo  )(back ground) profile of time-series data at a fixed position as 



initial condition and generates the fluctuations of sound velocity due to IW with space and time 

( ),(2 trCδ ) neglecting other fluctuations ( )(1 rCδ ). More details can be found in Krishna Kumar 

and Balasubramanian (2005) and Flatte. et. al, (1979). IW eigen-frequencies ( 2
jω ) and modes 

( )(zWj ) at a specified sequence of horizontal wave numbers (Table1) are computed using “finite 

difference – Sturm sequence – bisection – inverse iteration method” (Carnahan et.al., 1969), 

with mean profiles ( )(zN ) deduced from CTD data following the equation, 

                  { [ ] } )7(00)()(
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where 0)()0( == HWW jj  and k is a known spatial wave number in rad m-1. The quantities 

Jjj ,1,2 =γ  are the eigen values that are related to the eigen-frequencies by the equation 
2222 / jIj k γωω +=  (Dozier and Tappert, 1978).  

                 From these model calculations, sequences of sound speed realizations ( ),,(2 tzrcδ  ) 

based on the input temperature and salinity (Munk and Zachariasen 1976) are obtained using 

the GM IW spectrum model (Flatte et.al 1979)   defined by, 

                                                                   

 

where,  dzdc p /  is the potential sound speed gradient in (s-1) and [ ]),,( tzrζ  is the IW 

displacement function is given by,  

 

 

where the 2k dependence of the internal wave modes and eigen-frequencies are indicated 

explicitly. The expansion coefficients )(kAj  are identically distributed complex Gaussian 

random variables with zero mean. Their variance is given by the Garrett-Munk power spectrum 

defined by Flatte’, et. al. (1979) as 
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where ,)/( 0 jBNFk Ij π=  B the stratification scale, (Ramana Murty et.al., 1989), N0   

extroploated Brunt-vaisala frequency and  E0   the energy density factor. The quantity FI is the 

inertial frequency computed using FI = (1/12) sin (latitude) with units in cph. Using temporal 

and spatial distribution of sound speed realizations, the range-independent and range-

dependent numerical ray tracing experiment is conducted to obtain eigen rays and 

transmission losses etc., to study the impact of IWs on sound propagation.  

 

3. Results and Discussions 
The depth-time section of temperature (°C) at the fixed location (Fig.1) is presented in 

Fig.2. The temperature of the top layer is quite warm (> 29°C) during the observational period. 

The mixed layer is shallow (about 17 m). Strong oscillations in the thermocline indicate the 

presence of internal waves. The near-diurnal cycle of 10 hr period is evident with the shoaling 

of isotherms at 0900 hrs and 1900 hrs on 24th October and again at 0700 hrs on 25th October.   

With depth, the occurrence of diurnal peaks lagged by a few hours from that at 40 m depth. 

The depth-time section of salinity in the upper 100 m water column at the time series location 

shows the occurrence of fresh water plume, characterized by low saline (< 30 psu) waters (Fig. 

3). The isohalines in the halocline layer, in the depth range of 10 m – 35 m, show the dominant 

semi-diurnal oscillation of 12 hours period. This semi-diurnal wave period is slightly longer than 

that of semi-diurnal cycle of temperature (Fig. 2). Below the halocline, the semi-diurnal peaks 

occurred after 3 hours. The IWs are not discernible in the mixed layer. The presence of warm 

and fresh waters in the mixed layer and the cold, saline waters contributed to the intense 

stratification and hence density gradients in the upper ocean. The prevailing northeasterlies 

(winds blowing from northeast) might contribute to the generation of IWs in the thermocline. 
 

 The sound velocity structure shows a subsurface maximum below the mixed layer and 

within the halocline and the isolines of sound velocity also suggest the presence of IWs (Fig.4). 

The ensemble mean profiles of temperature, salinity, sound velocity, Brunt-Vaisalla frequency 

( 2N ) are presented in Figure 5. The MLD is found to be 40 m. From the temperature profile, it 

is seen that it is varied between 28°C to 22°C. A strong gradient in the top layer is seen in the 

salinity profile which was varying from 29.5 psu at surface to 33.5 psu at the depth of 40 m and 

then it is linearly increasing up to the bottom. The sound velocity profile has subsurface duct 



up to 40 m and below that it is decreasing and following the temperature profile. The Brunt-

Vaisalla frequency profile has a peak value of 29.5 cph at depth of 25 m. The above 

parameters derived from the CTD data are used to examine the tidal forcing on displacement 

function ),( tzη (Fig. 6) which indicates the signatures of diurnal and semi-diurnal cycles.  By 

computing the terms at each frequency, the vertical displacements for each tidal constituent 

can be estimated by dividing the amplitude functions by the vertical gradient i.e. )(/)(
z
TTz ii ∂
∂

=η . 

The computed amplitudes and phases are shown in Figure7. From this figure, one can infer 

that the semi-diurnal tidal forces are predominant than diurnal as well as at other frequencies. 

The high peaks of amplitudes (3.5 – 12 m) at (frequencies: 0.081, 0.069, 0.109 and 0.029 cph) 

are observed at depths of 86 and 26 m. Most of the time, phases of diurnal and semi-diurnal 

are in coherent from surface to 40 m depth and incoherent below that depth (Fig.7).  

 It is well known that the IWs within a wide range of frequencies – from short period 

waves to seconds to IWs with periods of days. Those waves with astronomical tidal periods – 

the so called baroclinic tides – occupy a central place because they are more intensive and 

more pronounced in the ocean than most of the others. Calculations of power spectra for 

various sites of the world ocean have shown that at all locations a peak can be found in the 

spectral density which is in the vicinity of the tidal frequency.  Gregg and Briscoe (1979) 

estimated that one-third of all vertical displacements can be attributed to baro clinic tides. An 

analysis by Muller and Briscoe (2000) has confirmed the observation of spectral peaks at the 

inertial and semidiurnal tidal frequencies. In view of these aspects and to supplement input to 

GM modal, energies have been computed and presented in Table-1. It has been observed that 

the estimated total energy ( oE  ) is 3.34 J m-2. This is almost higher than that observed (1.0226 

J m-2 ) off Bhimilli, of east coast of India (Sridevi et.al, 2010). The semi- diurnal (0.08 cph), 

inertial (0.029 cph) and diurnal (0.042 cph) are predominant energy of all other IW frequencies. 

It is interesting to note that the contribution of semi- diurnal tide is about 64 %. The  BPE is  

0.14 J m-2.. KE has not been calculated due to lack of insitu current measurements. Using 

POM model, (Rao et.al. 2010) also showed predominate active IW field in the north compare 

south. This is mainly attributed to the stratification due to fresh water discharge, tidal force and 

bathymetry (coastal waters off Paradeep is about 12 % shallower compared to that of Bhimilli). 

Since the diurnal and semidiurnal energies are dominant, the baroclinic tides spread out their 



energy to develop spectral distribution, as was first recognized by Garrett and Munk (1972). It 

is interesting to note that BPE is 0.06 J m-2 which is comparable and double to inertial 

frequency (0.03 J m-2) (Table-1). These energies play an important role in the thermodynamics 

of ocean and regarded as a source of global ocean energy dissipation due to advection of 

deep water to be balanced by downward diffusion of heat (Munk and Wunsch, 1998).   

  

3.1 IW simulation 
 The Buoyancy profile has been generated (Fig. 5) using the observed temperature and 

salinity profiles on uniform mesh, with a depth increment of mZ 2=Δ  for the purpose of 

computing the IW modes and eigen-frequencies.  In the present model, care is taken to see 

that the local Brunt-Vaisala Frequency is between 0.029 cph (inertial frequency) to 29.5 cph 

(maximum frequency) and stratification scale ( kmB 129.0= ) (Ramana Murty et.al, 1989).

 Usually the value of B  is 1 km observed for deep tropical waters (Munk and Wunch, 

1979).  From our in-situ observations, it is evident that the modes should oscillate between 

frequencies iω  = 0.029 cph to )(zN  = 29.5 cph (at depth 25.5 m) i.e., in terms of wave number 

(k) given by 0.16 cycles km-1, GM model has its own limitation i.e., the choice of maximum 

wave number interval (kmin =0.01 to kmax =0.5 cycles km-1) containing the majority of energy in 

the IW spectrum (Evans, 1992). In the present simulation of IW field, we have taken kmin 

=0.029 and kmax = 0.16 cycles km-1. A wave number sampling increment of Δk = 0.01 cycles 

km-1 with samples between 0.029 cycles km-1 (lower bound of LF) and to 0.16 cycles km-1 

(upper bound of LF) and the same samples at negative wave numbers are consider to 

compute normal modes. A total of 20 IW modes and eigen-frequencies were computed at each 

of the above said positive wave numbers. The value of )34.3(0E computed from the present data 

was used to generate realizations of displacements in terms of sound velocity fluctuations. 

Usually 0.40 =E  is taken for deep water (Flatte’, et.al, 1979). Here, we have choosen sound 

velocity profiles rather than temperature and salinity profiles because of their direct utility in 

sonar range prediction models. Sound velocity profiles ( C ) were obtained by adding the 

fluctuations ( 2Cδ ) in the following equation (Munk and Zachariasen, 1976) to the background 

profile ( 0C ) 



)11(........)],,(Re[)(),,(2 tzrdzpdctzrC ζδ ≅  

where dzdcp is the potential sound velocity gradient, r is the range, z is the depth, t is the time 

and ),,( tzrζ  is the IW displacement function. Sound velocity profiles were generated for every 

600 sec (10 minutes) between 0 and 3000 Sec (50 minutes) and every 0.1 km between 0 and 

9 km. At this range, all the IW frequencies (Table -1) propagate in the media and affect sound 

propagation.  The temporal and spatial dependence of the sound velocity in the LF IW field in 

the contour form is shown in Figure 8. The range dependence of the sound velocity profile is 

the most important consequence of the IWs, on the temporal and spatial scales selected. The 

spatial - independence (Without IWs - WIW) and spatial – dependence (IW) of sound velocity 

profiles have been used as input (left panel of Fig. 9) to trace the rays between source-receiver 

configuration at  53 m depth,  to compute eigen rays (middle panel of Fig. 9) and their 

corresponding intensity losses (right panel of Fig. 9) (Ramana Murty et. al., 2005). Generally, 

there are four classes of rays 1) RR /  (purely refracted both above and beneath the axis) 2) 

RSR / (surface reflected and refracted), 3) BRR /  (refracted and bottom reflected) and 4) 

BRSR /  (surface and bottom reflected).From Figure 9, one can conclude that 48 R/R category 

eigen rays for range-independent and 5 R/R rays for range-dependent are seen among all 

possible 4 classes. It is interesting to note that the surface and bottom influence are not seen, 

since sound energy cannot penetrate towards higher refractive media and confined within IW 

field. While calculating intensity, surface and bottom inputs are not incorporated in the ray 

model. The travel times are clustered which may be due to the anticipated ray path 

degeneracy (Munk and Wunsch, 1979). To avoid ray path degeneracy, in the present 

simulation experiment, cumulative intensity loss (Moler & Soloman, 1970) also has been 

computed in the presence of IW and without IW considering the phase shift with sub-surface-

duct frequency of 1031.9 Hz (Urick, 1975) instead of individual ray paths. The anomaly 

explains the impact of IW on acoustic propagation characteristics in LF IW field.  From the 

above, one can conclude that the transmission loss anomaly with reference to mean is found 

to be 38.4 dB. The simulation results would be found more useful in systems design of under 

water vehicles and basic research. 

 



4. Conclusions 

 IW characteristics from insitu observations (hourly CTD data) off Paradeep, have been 

examined from GM model which is useful to obtain the sound velocity perturbations with space 

and time. The impact of IW on acoustic propagation is studied from acoustic modeling for low 

frequency (LF) IW filed which is useful to naval operations. The computed values of period 

)( pert , velocity )( velC , wavelengths )(L   and wave numbers )(k  are found to be 2.133 hrs – 

34.72  hrs,  0.135 km hr-1, 0.37 km - 6.2 km and 2.70  - 0.16 cycles km-1 respectively. The 

semi-diurnal tidal forces are predominant than diurnal as well as other frequencies and 

contributing about 64 % towards total energy ( oE  ) of 3.34 J  m-2.  

Acoustic modeling is carried out to compute transmission loss anomaly for source-

receiver configuration at the depth of 53 m and range of 9 km., in the GM model generated 

IWs under low frequency. The loss in the acoustic propagation was found to be 38.4 dB due to 

the presence of LF IWs.  
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Table1: IW characteristics in the coastal waters off Paradeep  
(North Bay of Bengal)  

 
 

Frequency 
)( iω  

(cph) 

Period
)( pert  

(hours) 

Wave 
length )(L  

(km)  

Wave  
number )(k  

(cycles km-1) 

Potential 
energy (PE)

(J m-2) 
Baroclinic 

potential energy 
(BPE) (J m-2) 

0.029 34.722 6.20 0.16 0.09415 0.02540 
0.042 24.000 4.22 0.24 0.03119 0.01098 
0.069 14.535 2.56 0.39 0.57329 0.01865 
0.08 12.421 2.18 0.46 2.15380 0.05567 
0.109 09.191 1.62 0.62 0.34851 0.01846 
0.149 06.720 1.18 0.85 0.02318 0.00121 
0.189 05.297 0.93 1.08 0.00621 0.00117 
0.229 04.371 0.77 1.30 0.00303 0.00078 
0.269 03.720 0.65 1.54 0.04523 0.00205 
0.309 03.238 0.57 1.75 0.00459 0.00015 
0.349 02.867 0.50 2.00 0.04523 0.00205 
0.389 02.572 0.45 2.22 0.00393 0.00112 
0.429 02.332 0.41 2.44 0.00414 0.00026 
0.469 02.133 0.37 2.70 0.00429 0.00044 

Total 3.34077 0.13839 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Figure captions 
 
Figure 1: Location of the study area ( ) for time series CTD data  at 130m  
               Off Paradeep (north Bay of Bengal)  
 
Figure 2: Time series data on Temperature (°C) off Paradeep during 24 – 25  
               October 2008. 
 
Figure 3: Time series data on Salinity (psu) off Paradeep during 24 – 25  
               October 2008. 
 
Figure 4: Depth - time section of Sound Velocity (m s-1) off Paradeep during 24 –  
               25 October 2008. 
 
Figure 5: Mean vertical distribution of temperature (°C), salinity (psu), sound  
               velocity (m s-1) and Brunt-vaisala frequency (cph) off Paradeep during  
               24 -25 October 2008. 
 
Figure 6: Variation of vertical displacement (m) for (a) diurnal and (b) semi- 
              diurnal derived from CTD data .  
 
Figure 7: (a) Amplitude and (b) Phase of IWs for various frequencies  
               derived from time series CTD data . 
 
Figure 8: (a) Spatial and (b) Temporal dependence of sound velocity distribution 
                 in the internal wave field off Paradeep. 
 
Figure 9: Ray paths for (a) range independent and (b) range dependent. 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig 1: Location of the study area ( ) for time series CTD data at 130m  
          Off Paradeep (north Bay of Bengal) 
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Fig 2: Time series data on Temperature (°C) off Paradeep during 24 – 25  
          October 2008  
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Fig. 3: Time series data on Salinity (psu) off Paradeep during 24 – 25  
           October 2008 
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Fig. 4: Time series data on Sound Velocity (m s-1) off Paradeep during 24 – 25 

               October 2008. 
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Fig. 5: Mean vertical distribution of temperature (°C), salinity (psu), sound 
                 velocity (m s-1) and Brunt-Vaisala frequency (cph) off Paradeep during 
                 24 - 25 October 2008 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6: Variation of vertical displacement (m) (a) diurnal and (b) semi-diurnal   
           derived from CTD data off Paradeep. 
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Fig. 7: (a) Amplitude and (b) Phase of IWs for various frequencies derived from  
            time series CTD data 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 



 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Fig. 8: (a) Spatial and (b) Temporal dependence of sound velocity distribution in    
           the internal wave field off Paradeep 
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Fig. 9: Ray paths for (a) range independent and (b) range dependent 


