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Present study consists the acoustic characteristics of a sub-surface cold core eddy observed (below the mixed layer 

between depths of 50 and 300m, with a diameter of about 200 km having temperature drop of 5ºC at the center) in the Bay 

of Bengal during south-west monsoon season and explore possibility to reconstruct the acoustic profile of the eddy by 

Stochastic Inverse Technique. A simulation experiment on forward and inverse problems for observed sound velocity 

perturbation field has been attempted for a range of 650 km (in the vertical slice) keeping the single source-receiver 

configuration (at the channel axis depth) in the SOFAR channel, under peculiar characteristics viz, depth-limited 

environment and weak gradient waters of the Bay of Bengal. For the formulation of the Stochastic Inverse, both vertical and 

horizontal structure of the ocean has been modeled using empirical orthogonal modes. Present Ocean Acoustic 

Tomography’s (OAT’s) simulation experiment results reveal that one can objectively map/monitor even the small mesoscale 

sub-surface eddies by stochastic inverse technique keeping single source and receiver in the SOFAR channel separated 

probably by larger distances also under such depth-limited environment of the Bay of Bengal. 

[Keywords: Tomography, cold core eddy, Bay of Bengal, Forward problem, Inverse problem, EOF, Stochastic Inverse, 

SOFAR channel, acoustic modeling]. 

 
Introduction 

Understanding oceanic weather and its effect on 

the general ocean circulation is now the fundamental 

problem of the ocean dynamics and is a prerequisite 

to the formation of coupled ocean – atmospheric 

models necessary for weather prediction and climate 

trend analysis
1
. As these eddies transport and disperse 

chemicals, dissolved substances, particulate matter, 

nutrients, heat and small organisms in the sea
2-3

, 

observational methods/tools covering synoptic scales 

are essential. Unlike atmospheric weather the 

mesoscale variability of ocean is difficult to observe. 

Eddies are always found in all the oceans and in all 

the seasons with different spatial, time scales and 

energy levels
4-5

. The scales of mesoscale eddy are: a 

few hundred kilometers in the tropics, of the order of 

a hundred kilometers in the subtropics, and a few tens 

of kilometers in the high latitudes
6
. Meso-scale eddies 

are known to exist in the Bay of Bengal from 1957 

onwards were reported by several authors
7-12

. Eddies 

in the Bay of Bengal are influenced by the unique 

seasonal reversing monsoons and transient cyclonic 

storms
13

. 

In recent past, a cold core sub-surface eddy (below 

50 m depth from surface) having diameter 200 km 

with Available Potential Energy (APE) of  

1.31×10
2 

J/m
3 

was reported
10,14

 in the northwestern 

Bay of Bengal, based on the CTD data collected 

during southwest monsoon season. The estimated 

energy content of the mesoscale eddy field may be 

many times to that of the general ocean circulation
15

. 

Even though no biological observations were made, it 

was obvious that surface water in that region near the 

center of observed cyclonic cold core eddy quite 

productive
16-19

. Similarly, such cyclonic eddies also 

may play a significant role in the interaction with the 

atmosphere, by raising the thermocline locally and 

enabling surface temperature anomalies more readily 

by downward mixing
13

. 

Satellite remote sensing technique is one of the 

aspects of monitoring such mesoscale variability
2
. But 

satellite receivers using infrared radiance imagery 
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have shown some promise for detecting sea surface 

variations but mesoscale variability prevails in the 

deeper ocean is not at all possible to detect. This is 

true for highly stratified nature of waters of the Bay of 

Bengal due to fresh water discharge
20

. Munk and 

Wunsch
21

 have suggested an alternative method called 

Ocean Acoustic Tomography (OAT). Tomography is 

a technique for observing the ocean and this is still 

relatively a new technique and a feasible experiment 

was conducted
22 

in 1981. This technique is analogous 

to the medical procedure called Computer Aided 

Tomography (CAT), which yields a two dimensional 

display of the anatomy of the part of the human body 

under investigation
23

. OAT is a scheme to infer sound 

velocity or current velocity fields of the intervening 

ocean from the travel time of sound, which is the 

function of sound speed and current velocity. It has 

special advantage that, one can get the snapshots of 

small scale to large scale phenomena in the ocean, 

which is so difficult to fetch by conventional 

shipboard and mooring techniques. The velocity of 

sound in the ocean is as fast as 1.5 km/sec which 

permits the reconstruction of synoptic fields of data, 

which is equivalent to all that of one-point 

measurement stations, while N  tomography stations 

produce the data number of NC2. With increasing 

number of the stations, the spatial resolution for the 

acoustic tomography becomes much better when 

compared with the conventional method. In OAT, 

path averaged data along the ray is used. Another 

advantage of the acoustic tomography is that it is one 

of the remote sensing techniques to explore ocean 

interior, where the direct observation is difficult due 

to ship traffic, fishing grounds, military training areas, 

etc, that become targets to be measured continuously 

by the tomography stations arrayed at the periphery of 

the observational region
24

. 

 
Materials and Methods 

The OAT technique essentially attempts to estimate 

the state of the ocean at any given time using the 

travel time measurements of sound pulses between 

sound sources and receivers distributed at suitable 

locations in the SOFAR channel of the ocean. In this 

technique, we assume a reference ocean stratified in 

the vertical direction, and trace the sound ray paths 

from a source to a receiver (eigenrays). For this 

purpose, the climatologically mean state of the ocean 

could be used as the reference state. Tracing of the 

sound ray paths and estimation of sound pulse travel 

time and its intensity at the receiver end, is referred to 

as the “Forward Problem”. 
 

The travel times for different ray paths measured in 

a real ocean will differ from the computed travel 

times for the reference ocean. This difference will be 

due to the perturbations in the prevailing thermal 

structure and the consequent perturbations in the 

sound velocity profile of the real ocean over that of 

the reference ocean. From the differences between the 

measured and the computed travel times and with 

information on environmental noise (if available), an 

estimate of the sound speed perturbation in the ocean 

along the ray paths may be obtained. The procedure 

adopted for the optimal estimation of the sound 

velocity perturbation from the travel time information 

is called the “Inverse Problem”. The least square 

method, damped least square method and Gause-

Markov method are introduced as suitable inversion 

techniques for the ocean acoustic tomography
22,24

. 

The Gause-Markov method
25

 has been used as the 

familiar technique. However, in the absence of 

statistical information, the least squares method may 

be an alternative. When the least squares method has 

problems related to smaller eigenvalues for 

coefficient matrix (data kernel), it is to be replaced by 

the damped least squares method
26,27,24

. The inverse 

problem forms an important first step in the 

interpretation of the travel time data, collected by 

tomographic experiments, which would be ultimately 

used for the description of the ocean flow field. 
 

In the recent past, a cold core, sub-surface eddy 

centered at 17º
 
40’N and 85º19’E in the northwestern 

Bay of Bengal was reported
10

 based on the 

Conductivity, Temperature, Depth (CTD) data 

collected at 42 stations onboard ORV Sagar Kanya 

during 21-29 July 1984. The physical interpretation of 

hydrographic data and triggering mechanism for 

generation of identified sub-surface cold core eddy 

are well described earlier
10

. Use of acoustics to 

monitor the interior of oceans using OAT’s principle
28

 

explores possible means to reconstruct the acoustic 

profile of eddy (through application of generalized 

inverse technique) using simulated travel time 

perturbations under range independent environment. 

Prasanna Kumar et.al.,
28

 simulated tomographic 

inversion of a cold core eddy in the Bay of Bengal, 

under range-independent nature applying deterministic 

generalized inverse approach. The profile is depth 

limited with the effective acoustic wave guide situated 

much below the surface evidenced by the variation in 
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the conjugate depth (depth below the sea surface at 

which the sound velocity equals the near bottom 

value). The traced rays under range-independent 

environment were unable to scan the top layer (i.e., 

above the conjugate depth) and therefore its inverse 

solution gives layer-wise sound velocity perturbation 

in the average manner, as such unable to reconstruct 

eddy as it is in the objective manner. Since real ocean 

is of range-dependent nature, the same data of all 

eddy profiles used in the above paper revisited in the 

present OAT’s simulation study to explore possible 

means to reconstruct the eddy, which is above the 

conjugate depth. And also, deterministic inverse 

procedure doesn’t permit a continuous representation 

of unknown field, so we demonstrate in this paper 

how the adoption stochastic inverse technique
22

 works 

for the objective mapping. In the present OAT’s 

acoustic simulation experiment, we have demons-

trated that the single source and receiver (kept at the 

channel axis) in the SOFAR channel separated by 

distance of 650 km has been used to infer the distance 

to a mesoscale disturbance due to sub-surface cold 

core eddy under depth-limited nature of tropical 

environment. Finally we show, how OAT principle 

and use of stochastic inverse technique works to 

resolve cold core eddy due to few trapped acoustic 

rays above the conjugate depth. 

Similar OAT simulation experiment, but with 

excess-depth environment, has been conducted 

elsewhere
1
 from a single source to receiver separated 

by 1000 km. The following sections are included with 

required mathematics for OAT forward and inverse 

problems, details of data preparation needed for 

stochastic inverse framework and finally interpretation 

of the simulated results. 

Forward problem 

Sound waves, which propagate from the source to 

receiver, are influenced by the sound velocity ( , )C x z  

and current velocity ( , )u x z  in the intervening water 

(Fig. 1). This is called the forward problem and the 

detailed properties of received signals can be 

calculated by solving the sound wave equation with 

the given values of C and u
42

. Understanding the 

forward problem is so important to solve optimally, 

the inverse problem because received acoustic signals 

are to be identified for making the accurate and 

successful inversion. For the OAT studies, the 

forward problem is solved by the computer simulation 

in which a priori sound velocity data obtained in the 

observation region are used. The received signals can 

be identified by comparing the simulated (predicted) 

results with observed ones (experimental data). 

In the OAT studies the observable data are travel 

times and intensities of received signals. While the 

later are out of scope in this study the former used in 

present inverse problem. Early and late arrival rays 

take different ray paths and thus have different sound 

and current velocity fields
24

. 

The travel times of sound between two acoustic 

transceivers along the reciprocal ray paths can be 

formulated as (in 2-D form) 
 

( , ) u( , ).n

ds
T

C x z x z
±

±
Γ= ∫

+
�  … (1) 

 

where ±  represents the positive/negative direction 

from one transceiver to another, n the unit vector 

tangent to the ray path and s the arc length measured 

along the ray path. Г
±
 are the positive and negative 

paths refracted by C(x,z) and u(x,z).n. The ray paths 

 
 

Fig. 1—Schematic presentation of acoustic rays from source to receiver 
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are generally not coincident for two ways in the 

reciprocal transmission, but we can approximate Г
+
 ≈

 

Г
- 
≡ Г0 when u . n/C « 1. The mean travel time 

perturbation Tδ  and the differential travel time 

T∆  are expressed by 
 

00 2
0

1 ( , )
( )

2 ( )

C x z
T T T T ds

C z

δ
δ + −

Γ= + − ≈ − ∫�  … (2) 

 

0 2
0

1 ( , ).
( )

2 ( )

u x z n
T T T ds

C z

+ −
Γ∆ = − ≈ − ∫�  … (3) 

 

where T0 the travel time along the ray path is 0Γ  is 

associated with a reference sound speed C0(z) and 

0( , ) ( ( , ) ( ))C x z C x z C zδ = −  is the sound speed 

perturbation. We also assume δC/C «1. These are the 

linearized formulations for the acoustic travel times 

obtained in the oceanic environment with C and u. 

The velocity term in the denominator of the integrand 

u(x,z).n, in Eqn. (1) accounts for changes in the 

apparent velocity of sound due to current, provided 

local shear can be ignored
29

. In the present simulation 

experiment Eqn. (3) is not considered because 

currents are ignored in the ray tracing as the 

magnitude of the current shear in the ocean is 

typically O(10
-4

) when compared with sound velocity 

shear which is of O(10
-2

). 

Eqn. (2) is integral equation with the unknown 

variable δC. This equation constitutes acoustic 

forward problem: continuous δC field is used to 

predict the data δTi. The corresponding inverse 

problem takes data and estimates the continuous field 

i.e. δC. This is an infinitely under-determined 

problem because, values of δC must be specified at all 

x and z points using only a finite amount of data δTi . 

So the continuous field δC will therefore be 

parameterized with a finite number of discrete 

parameters. An ocean model specifying this 

parameterization is supposed to be oceanographically 

meaningful. This has three advantages: a) the 

parameterization can be very efficient, b) the inverse 

solution becomes better determined because we are 

injecting our oceanographic prejudices concerning 

permeable structure of the fields (reducing the degree 

of freedom) and lastly, the model data can tell us 

whether the Oceanographic model is consistent with 

observed data or not. The two convenient model 

representations which have been routinely exploited 

by the physical oceanographic community are the 

Empirical Orthogonal Functions (EoFs) and the 

Quasi-Geostropic (QG) ocean modes
30

. In this paper, 

we will consider EOF model studies (Appendix - A). 

 
Stochastic Inverse 

In the stochastic inverse method both the data (d) 

and the unknown field [δC(x,z)] are assumed random 

variables having known mean and covariance 

functions. The best estimate ˆ ( , )C x zδ of the model 

parameters 0( , ) [ ( , ) ]C x z C x z C Dδ = − =  can then be 

expressed in the form 
 

1( , ) ( , ) ( , )i iC x z a x z T A x z dδ δ= Σ =
�

 … (4) 
 

such that the ensemble average of the square of the 

difference between the estimate of the unknown field 
ˆ ( , )C x zδ  and the true field [ ( , )]C x zδ  at each point in 

the medium is a minimum, i.e., ia s′
 
are determined 

such that the square of the deviation (ensemble) is a 

minimum at each point ( , ).x z  Using the Gauss-

Markov theorem
25

, ai’s are given by 
 

1

( , ) ( , ) T T
i i jA x z C x z T T Tδ δ δ δ

−
 =   

 … (5) 

 

where ( , ) T
iC x z Tδ δ  and T

i jT Tδ δ  are the model-

data and data-data covariance matrices. These are 

evaluated using the linearized direct problem, 
 

0 2
0

( , )

( )ii i
C x z

T ds
C z

τ
δ

δ ε= − +∫  … (6) 

 

where εi represents noise due to smaller scale 

phenomena and measurement errors, assumed to have 

zero ensemble average and to be uncorrelated with the 

mesoscale sound velocity fluctuations. Using Eq. (6) 

the model-data and data-data covariance matrices can 

be expressed as 
 

( , ) ( , )T T
iC x z d C x z Tδ δ δ< >=< >  

 

2
0

( , ) ( ', ')
'

( ', ')oi

C x z C x z
ds

C x z

δ δ
Γ

〈 〉
= ∫  … (7) 

 

0

0

'
1

2

( ) ( ) ( ') ( ')

cos '( ', ')

i

p p

i i i
i i

a x u z a x u z
dx

C x z θ

=

Γ

    
∑ ∑    

     =∫  
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〈 d d
T 〉  = 〈 δTi δTj

T 〉  
 

0 0

1

'' 2 2
0 0

( ') ( ') ( '') ( '')
''

cos ( ', ') ( '', '')

j i

p p

i i i
i i

a x u z a x u z
dx

C x z C x zθ

=

Γ Γ

    
∑ ∑    

     = ∫ ∫  

 

'

cos '

dx

θ
×  … (8) 

 

where ij i jγ ε ε=< >  is the error covariance matrix 

( ', '), 'x z θ  and ( '', ''), ''x z θ  are the coordinates and 

angles of the i-th and j-th along rays respectively. In 

Eqns. (7) and (8), the integrations are carried out 

along the eigenrays ( and ).
i jo oΓ Γ  In the above 

equations, ( )iu z  are the vertical EOF modes (column 

vectors of U) of covariance matrix D=U Г V
T
 (SVD 

form) and horizontal modal amplitudes ( )ia x  are 

obtained (Appendix-A) as follows: 
 

( , ) ( )
1

( ) C x z u zn i n
i

p

ia x ∑ δ
=

=  … (9) 

 

i = mode index, n = layer index, p = factor index  

(≤ r = rank of D) 

For each point in a given region, the coefficients 

( , )ia x z′  are determined from the eigenrays and 

operated on the travel time perturbations to 

objectively estimate the model parameter [ ( , )].C x zδ
�

 

This procedure permits a continuous representation of 

the unknown field. The data-data and model-data 

covariance matrices are determined for the reference 

sound velocity distribution with a suitably selected 

source-receiver configuration. Using these matrices 

the sound velocity field [ ( , )]C x zδ
�

 of the real ocean is 

obtained for the given travel time perturbations ( )Tδ . 

The required components of OAT are discussed 

below and they are: 1) preparation of available data, 

2) acoustic model simulation of forward problem in 

reference ocean, 3) optimal estimation of sound 

velocity perturbations from travel time perturbations 

(inverse problem) and finally 4) the interpretation of 

results for oceanographic applications. 

 
Data collection 

The hydrographic survey was carried out on board 

ORV Sagar Kanya during 21-29 July 1984, and 

occupied a total number of 42 CTD stations near the 

western boundary of North Bay of Bengal (Fig. 2). 

From CTD data, sound velocity has been computed 

following Chen and Millerio
31

 at standard depths. 

 

Results and Discussion 
Sound velocity field 

In order to examine the variability of sound-

velocity in the presence of cold core eddy, the sound 

velocity structure ( , )C x z  across the eddy track 

parallel to the coast (Fig. 2 ) is presented along with 

vertical profiles at stations #23, #33, #40, #56 and #61 

(Figs. 3 & 4). All the profiles are similar in shape 

having a well defined deep sound channel and a 

smaller duct near the surface (Fig. 3). The sonic layer 

depth, which is the depth of near-surface sound-

velocity maximum, changed abruptly by about 20 m 

across the eddy. At the surface the sound velocity 

varied by 8 ms
-1

 with a decreasing trend from south to 

north. This variation is brought about by the presence 

of low saline cold water in the northern Bay of Bengal 

(associated with freshwater discharge), reducing the 

sound velocity value and the comparatively high 

saline warm water present in the southern side giving 

rise to higher sound velocity value. Below the surface, 

the eddy is clearly discernible from the up tilt of 

1500-1520 ms
-1

 sound velocity isopleths (Fig. 4). 

The presence of eddy brings about a reduction in 

the sound-velocity. At 60 m depth, the sound velocity 

reduces by 4 ms
-1

 across the eddy. A maximum 

reduction occurs at 120-140 m layer, at the centre of 

the eddy (#40) where the sound-velocity drops up to 

 
 

Fig. 2—Station locations 
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14 ms
-1

. Below 300 m depth the variability in sound-

velocity is less than 2 ms
-1

. The effect of cold core 

eddy is to reduce the ambient sound-velocity by 

approximately 10 ms
-1

, associated with this the depth 

of channel axis and axial velocity also undergone 

changes (Table 1). 

In general, the depth of deep sound channel axis 

increases from south to north along the track parallel 

to the coast. However, below the cold core eddy, the 

channel axis depth remains constant (1600 m). 

Accordingly the sound velocity at the channel axis 

below the eddy reduces by about 1.5 ms
-1

. The 

conjugate depth is decreasing from south to the center 

of the eddy and then onwards again it starts 

increasing. This indicates that cold core cyclonic 

eddy, uplift depth isopleths by 75 m with reference to 

normal conditions (Table 1). The importance of 

monitoring such mesoscale cyclonic eddies and their 

role of such processes in enhancing surface ocean 

productivity has been extensively studied
32 

in the past. 

After utilization of OAT principle and stochastic 

inverse, later it was proved that it is possible to 

monitor such cyclonic eddies to some extent even 

under depth-limited environment of tropical waters. 

Unlike cyclonic eddies, in the case of anticyclonic 

eddies, (i.e., have downward-tilting isopycnal surfaces 

in the interior) leading to little expected change in 

productivity. However this phenomenon has 

important role in studying the dynamics of interior 

water. Anyhow there is no limitation to monitor the 

anticyclonic eddies, below the conjugate depth, using 

OAT principle, but in the present study, it is not the 

case. In our simulation we have used the knowledge 

of the sound velocity perturbation itself to compute 

the covariance. 

In order to use the stochastic formalism, it is 

necessary to define a mean state of 0 ( )C z  for the 

sound-velocity and the expected covariance around 

this basic state. Because we are interested in deriving 

reliable snapshots of the evolution of the sound-

velocity anomalies 0( , )[ ( , ) ]C x z C x z C Dδ = − =
 

due to mesoscale dynamics, we are more interested in 

the minimum variance properties of the estimator. For 

this reason, the basic state need only be specified 

reasonably close to the true state to avoid problems 

due to linearization. It means that any archived 

estimate of the local mean sound-velocity is adequate 

 
 

Fig. 3—Sound velocity profiles along parallel track (Fig. 2) 

(The consequent profiles are drawn by incrementing 10m/sec in 

horizontal direction) 

 

 
 

Fig. 4—Vertical sound velocity (m/sec) structure across the eddy 

parallel to the Coast ------- indicates the depth of SOFAR channel 

axis 
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to use as basic state, so that the closer the assumed 

mean state to the true mean, the smaller the variance 

around the mean will increase the effectiveness of the 

estimator. 

For the initial estimate to the numerical 

experiment, following a simple average C0(z) be 

written as: 
 

1
0

1

1
( ) ( , )

k j k

n

j
j

C z C x z
n =

= ∑  … (10) 

 

n is no of profiles, 

where sound velocity profiles C’(x, z) that are 

computed from Levitus hydrographic data along the 

same track (shown in Fig. 2) is chosen to the basic 

state. The basic state is taken to be stationary and 

horizontally homogeneous, [i.e., C
1
(x, z, t) = C0 (z)], 

both for simplicity and also the data available to date 

are inadequate to support any assumptions to the 

contrary. 

The estimate of covariance for the sound-velocity 

anomaly [C(x, z) - C0 (Z) = D] is also derived from 

observed eddy profiles and Levitus archived data (of 

the same track) (Fig. 2), and then used in the forward 

problem to calculate the expected data-data 

covariance matrix. The decomposition into vertical 

modes {ui(z)} with horizontally varying amplitudes 

{ai(x)} is described in the Appendix-A . This model is 

used throughout the inversions to follow: 
 

2

1

( , ) ( ) ( )
r

i i i
i

C x z u z v x l
=

δ = ∑  … (11) 

 

r = rank of D 
 

The modes chosen as basis (i.e. depth-dependent 

set s(z); range – dependent set s(r) that are defined in 

Appendix-A) are the Empirical Orthogonal Functions 

(EOF) of sound velocity variation shown in (Fig. 2). It 

is also more logical to use the historical averaged 

sound velocity profile as a reference, rather than the 

average of the observed eddy profiles. In the actual 

experiment, basis supposed to be chosen before the 

data available by actually conducting the experiment, 

so that the model would be independent of the 

traditional measurements made during the 

experiment. However traditional measurements made 

are useful for validation. 

In deriving the EOF modes, we have tacitly 

assumed flat bottom geometry of the ocean, for which 

the modes are complete and mutually orthogonal set. 

In the present study area, ocean bottom is not actually 

flat (Fig. 2). EOF expansion cannot be made, and 

therefore one has to see for alternatives. To 

circumvent this difficulty, we employ the artifice of 

“false bottom” located at the deepest bathymetry 

point
33

, to fill the values of sound velocity. While 

employing the “false bottom” method, it doesn’t 

affect the top layer, as sound velocity variability with 

reference to subsurface eddy is negligible. 

 
EOF modes 

This method has been widely used in many types 

of distributions by different workers. The geometrical 

interpretation of this method has been briefly 

explained by Wiggins
34

. It is important to point out 

that EOF may or may not have physical significance 

or interpretation but depends certainly on the data 

examined. However, various researchers from 

different disciplines employed the technique for 

different purposes. Stidd
35 

used eigen vectors to 

represent the seasonal variation of rainfall over 

Nevada and found that the first three eigen vectors, in 

order of importance have features in common with the 

three natural cycles of precipitation. This technique 

was used
36,37 

to beach data and attributed the first 

three eigen vectors to beach profiles, mean seasonal 

 

Table 1—Sound channel parameters 

St No. Latitude (0N) Longitude (0E) Sound channel Sound velocity at Conjugate Sound velocity at 

 Deg Min Deg Min depth (m) channel depth depth (m) conjugate depth 

      (m/sec)  (m/sec) 

         

23 15 59.84 82 54.94 1350 1493.04 250 1508.46 

33 17 00.26 83 59.80 1400 1492.00 200 1506.09 

40 17 40.12 85 19.76 1500 1491.11 125 1507.52 

56 18 40.05 86 17.85 1750 1493.02 150 1518.48 

61 19 21.98 87 39.96 1750 1493.21 150 1516.45 

Reference 

Profile 

- - 1500 1493.07 200 1507.51 
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cycles and high frequency random oscillations 

respectively. Ramana Murty et al.
38

 used this method 

to grain-size data to identify the different energy 

environments along central west coast of India. First 

two modes represent the barotropic and baroclnic 

modes of sound velocity structure. Cornuelle
22

 used 

this technique and derived EOF modes from historical 

hydrographic data to construct the total data – data 

covariance matrix while formalization of stochastic 

inverse. He explained that EOFs allow variance in the 

upper layers of the ocean, presumably due to seasonal 

effects. 
 

Computational procedure of vertical and horizontal 

EOF’s of perturbation matrix D of order (m × n) and 

their horizontal modal amplitudes are detailed in the 

Appendix-A for two cases m < n and m > n. In the 

present case we have n = 5, vertical profiles (Fig. 2) 

each containing m=28 horizontal layers and then D
T
 

will be 5 × 28 matrix. Each column of the matrix will 

be a profile of sound velocity perturbations from the 

background [C0(z)] and comes under the case m>n. 

The computed eigenvalues (
i

l ) arranged in the 

descending order in the diagonal matrix of Γ and 

percentage contribution of each eigenfunction 

(eigenmode) using closeness approach (Eqn. A8) are 

shown in Fig. 5. The computed depth-dependent 

eigenmodes of s(z) (i.e., ui, i=1,n), range-dependent 

eigenmodes of s(r) (i.e., vi, i=1,n) and horizontal 

modal amplitudes [ai(x),i=1,n] (using Eqn A7) are 

shown in Fig. 5 and Table 2. Column vectors 

i
u (i=1,…, 5) of s(z) of corresponding eigenvalues 

i
l (measure of variance D accounted for mode i) 

having 28 elements and each element has a value 

indicating amplitude which explains sharing 

contribution of it’s variance mode i. The vectors u in 

the s(z) represents the trend or direction of depth-

spatial common features contained in perturbation 

matrix D. Its corresponding eigenvalues li represents 

energy level 
34

. In a similar manner the components of 

vectors in set s(r) can also be explained. 
 

The percentage contribution of individual 

components of s(z) and s(r) are computed through 

closeness ratio approach (using Eqns. A9 & A10) and 

are shown in Table 3. From this table, the first four 

eigenfunctions of s(z) and s(r) account for more than 

98% of variance, relatively dominated by the first 

function alone (60.42%). The first depth-dependent 

eigenfunction u1 of s(z) contribute 60.42% of the total 

distribution showing maximum variance between the 

depths 50 – 300 m (vertical width of eddy) and is less 

at its top and below layers of the ocean (Fig. 4 & 

Table 3a). Maximum dominant contribution (modal 

value) of u1 is 9.46% (Table 3) of total distribution 

(61.42%) at depth 125m indicating conjugate depth 

(Table 1) of sound velocity of cold core eddy. The 

first range – dependent eigen function v1 of s(r) 

contribution is 60.42% of total distribution showing 

maximum variance at stations #23 and #40 and 

relatively less contribution at the other stations 

 
 

Fig. 5— (a) Vertical (U) distribution of empirical eigenfunction of 

sound velocity perturbation (δC(x,z)); (b) Horizontal (V) 

distribution of empirical eigenfunction of sound velocity 

perturbation δC(x,z)) 

 
Table 2—Horizontal modal coefficients (ai(x)) 

Mode Station No. 

No. St. 23 St. 33 St. 40 St. 56 St. 61 

(i) ai(1) ai(2) ai(3) ai(4) ai(5) 

      

1 -11.85 5.70 25.62 -3.83 -1.90 

2 5.88 0.039 2.09 -0.92 -6.49 

3 0.38 -4.95 1.54 1.46 0.60 

4 0.94 -0.91 0.14 -4.08 1.48 

5 0.03 0.014 0.014 0.014 0.03 
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(Fig. 5a & Table 3b). Maximum dominant contri-

bution (modal value) of v1, is 31.65% (Table 3b) of 

total distribution (61.42%) at station #40 indicating 

centre of the eddy. All the depth-dependent 

eigenmodes of s(z) have higher values in the top 

vertical layers of the ocean and somewhat less in the 

middle layers and no variation below 2000 m depth. 

From figure (5b), one can infer that the shape of 

eigenmodes is similar, but in Table 2, {ai(x)} are 

amplified by the energy levels of times vi. A great 

advantage of this representation is that the EOF’s are 

the most efficient representation available in the sense 

that one needs least number of modes to account for a 

given percentage of the variance between the actual 

field and its representtation. For a real ocean 

wavenumber spectrum, the modes sum can be 

truncated since the higher modes will contain little 

energy. As the ocean does have a red spectrum, this 

reduces the number of modes needed and, the more 

important number of ai(x) one has to store. The 

following resolution matrices tell us which 

combination of the data are well resolved
39

. 

 
Data Resolution Matrix (Up Up

T) 

The data resolution matrix is an identification of 

the information density of the data kernel, i.e. it 

indicates which data contribute independent 

information to the solution. The computed diagonal 

elements of the data resolution matrix in the s(z) base 

are shown in the Table 4a. Higher values are found to 

be at depths 75 -300m with one mode (p=1) with 

contribution of 60.42%. Resolution has improved at 

depths between 200-250m and also deeper depths 

considering 2 modes (p=2) with contribution of 

79.22%, but no gain at depths between 77-150m. 

Considering 4 modes (p=4), resolution improved, but 

not much, up to depth of 30m. For modes p=5, it is 

observed that there is no change in the resolution from 

p=4. 

 
Model Resolution Matrix (Vp Vp

T) 

Model parameter resolution is an indication of how 

perfectly and independently each model parameter is 

determined. The diagonal elements of model 

parameter resolution matrix (Table 4b) give a clue as 

to how well the individual model parameters in the 

s(r) base are resolved. A value of unity indicates 

perfectly resolved parameter, whereas a smaller value 

means inadequate resolution. From Table 4b, it can be 

seen that parameter resolution is found to be higher at 

two stations namely Stn #40 (center of eddy) & #23, 

due to first mode (p=1) itself with contribution of 

31.64% and 14.64% respectively (Table 3b). 

Considering the four modes (p=4), resolution at 

stations #33, 40 & 56 has improved well with 99% 

contribution, but relatively less improved at Stn #23 

& 61 respectively. 

 

Table 3(a)—Percentage contribution of individual component 

data space s(z) 

Depth      

(m) u1% u2% u3% u4% u5% 
 

0 -0.548 3.851 0.053 -1.055 0.002 

10 -0.087 0.704 0.18 -0.084 0.001 

20 -0.304 0.383 0.251 0.521 -0.001 

30 -0.133 0.418 1.37 0.411 -0.001 

50 -3.163 0.556 1.662 -0.709 0 

75 -5.772 -0.039 1.434 0.296 -0.003 

100 -8.411 -0.866 0.208 0.551 -0.002 

125 -9.464 -0.295 -0.764 -0.059 0 

150 -8.641 0.033 -1.329 -0.579 0 

200 -5.618 1.303 -0.227 0.357 -0.002 

250 -4.082 1.512 0.211 0.76 -0.002 

300 -2.012 -0.041 0.139 -0.014 0 

400 -0.542 -1.235 -0.004 -0.416 0.001 

500 -0.503 -0.946 0.107 -0.579 -0.001 

600 -0.789 -0.991 0.085 -0.417 0 

700 -1.02 -0.911 0.041 -0.398 0 

800 -0.914 -0.804 0.184 -0.294 0 

900 -1.098 -0.728 0.32 -0.224 0 

1000 -1.155 -0.551 0.507 -0.115 -0.001 

1100 -0.846 -0.591 0.379 -0.202 0 

1200 -0.763 -0.505 0.463 -0.288 -0.001 

1300 -0.74 -0.501 0.462 -0.34 0 

1400 -1.12 -0.461 0.348 -0.359 0.001 

1500 -1.398 -0.444 0.36 -0.279 -0.001 

1750 -0.94 -0.044 0.113 0.104 0.066 

2000 -0.357 -0.089 -0.068 -0.01 0 

2500 0 0 0 0 0 

3000 0 0 0 0 0 

Total 60.42 18.8 11.27 9.42 0.09 
 

 

Table 3(b)—Percentage contribution of individual components 

of model space s(r) 

St. No v1% v2% v3% v4% v5% 

      

23 -14.637 7.171 0.475 1.182 0.026 

33 7.053 0.047 -6.247 -1.134 0.013 

40 31.645 2.55 1.944 0.176 0.013 

56 -4.733 -1.125 1.846 -5.084 0.013 

61 -2.352 -7.906 0.758 1.845 0.026 

Total 60.42 18.8 11.27 9.42 0.09 
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Eigen Rays 

In order to understand the effect of cold core eddy 

on acoustic propagation, a range independent acoustic 

ray tracing is utilized. The ray tracing
42

 is carried out 

using the mean (left panel of Fig. 6a) as well as the 

eddy profiles (Fig. 3) for a range of 650 km, with the 

same source-receiver configuration kept at a depth of 

1500 m in the SOFAR channel. The nature of mean 

profile (left panel in Fig. 6a) is depth limited since its 

bottom velocity is less than the surface velocity. The 

conjugate depth of this profile is 200m (column 8 of 

Table 1). So in the present acoustic simulation 

experiment under such a depth limited environment, 

emitted sound pulses never enter into the top 200m 

layer from any source to receiver kept in the SOFAR 

channel (Table 1). Eigenrays between the source and 

receiver for unperturbed ocean are shown in Fig. 6a 

(right panel) that also reveals the same conclusion. In 

order to know the effect of sub-surface cold core eddy 

on the propagation, ray paths are plotted (Fig. 6b) at 

the neighboring eddy location under unperturbed and 

perturbed conditions. In Fig. 6b2, eigenrays are 

trapped and uplifted 75m due to up tilt of 1500-1520 

ms
-1

 sound-speed isopleths (Fig. 4) in the region of 

cold core eddy as compared to unperturbed condition 

as shown in the Fig. 6b1. Here cyclonic eddies played 

a significant role in the interaction with the surface 

waters and in turn acoustic field, by raising the 

thermocline locally. It is evident from Fig. 6b2 that 

further scanning of traced rays (in contrast to 

unperturbed condition, Fig. 6b1) has taken place in 

the water column above the conjugate depth. Due to 

the displacement of eigenrays by cold core eddy, 

travel times (with reference to mean) are delayed 

(column 6 of Table 5 & Fig. 7). To perform inversion 

of the travel time data, each arrival must be associated 

with a particular ray path corresponding to the 

reference as well as to the eddy profile. This 

identification is achieved by comparing the simulated 

arrivals for both mean and eddy in the time domain 

(Fig. 7a & Table 5). Table 5 presents the charac-

teristics of each of the 8 eigenrays. The columnwise 

ray nomenclature in Table 5 is detailed as a footnote. 

The columns 7 to 12 of Table 5 explains number of 

upper ( )p+  and lower ( )p−
 
ray turnings, number of 

top ( )tp+  and bottom ( )bp−  ray bonks, and total 

number of ray turnings and bonks respectively. This 

information can be used as the ray identifier. 
 

There are four classes of rays 1) R/R (purely 

refracted both above and beneath the axis, 

0t bp p+ −= = ) 2) SR/R (surface reflected and 

refracted, 0,0 =≠ −+
bt pp ), 3) R/BR (refracted and 

bottom reflected, 0,0 ≠= −+
bt pp ) 4) SR/BR (surface 

and    bottom    reflected,    0,0 ≠≠ −+
bt pp ).    It     is 

 

Table 4(a)—Diagonal elements of data resolution (Up Up
T) for 

each depth for factor p = 1 to 5 

Depth Modes 

(m) 1 2 3 4 5 

      

0 0 0.53 0.54 0.76 0.76 

10 0 0.02 0.02 0.02 0.02 

20 0 0.01 0.01 0.07 0.07 

30 0 0.01 0.18 0.22 0.22 

50 0.03 0.04 0.3 0.4 0.4 

75 0.1 0.1 0.29 0.31 0.31 

100 0.21 0.21 0.24 0.3 0.3 

125 0.26 0.26 0.32 0.32 0.32 

150 0.22 0.22 0.39 0.45 0.45 

200 0.09 0.15 0.16 0.18 0.18 

250 0.05 0.13 0.14 0.25 0.25 

300 0.01 0.01 0.01 0.01 0.01 

400 0 0.06 0.06 0.09 0.09 

500 0 0.03 0.03 0.1 0.1 

600 0 0.04 0.04 0.07 0.07 

700 0 0.03 0.03 0.07 0.07 

800 0 0.03 0.03 0.05 0.05 

900 0 0.02 0.03 0.04 0.04 

1000 0 0.01 0.04 0.04 0.04 

1100 0 0.01 0.03 0.04 0.04 

1200 0 0.01 0.03 0.05 0.05 

1300 0 0.01 0.03 0.05 0.05 

1400 0 0.01 0.02 0.05 0.05 

1500 0.01 0.01 0.02 0.04 0.04 

1750 0 0 0 0.01 1 

2000 0 0 0 0 0 

2500 0 0 0 0 0 

3000 0 0 0 0 0 
 

 

Table 4(b)—Diagonal elements of model resolution (Vp Vp
T) 

for each station for factor p = 1 to 5 

Range Modes 

(km) 1 2 3 4 5 

      

0.00 0.17 0.59 0.59 0.64 1.00 

161.62 0.04 0.04 0.87 0.91 1.00 

323.23 0.77 0.83 0.91 0.91 1.00 

484.83 0.02 0.03 0.10 0.91 1.00 

646.49 0.00 0.52 0.53 0.64 1.00 
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Fig. 6— (a1). Mean sound velocity profile (C0(z)) constructed from Levitus data along parallel track (Fig. 2) (a2). Eigenray plot for a 

source and receiver located at 1500m depth over a range of 650km. (b1) Ray paths in the reference ocean (C0(z)) at cold core eddy 

location. (b2) Ray paths in the presence of cold core eddy location. 

 
Table 5—Acoustic ray parameters for source depth = 1500 m, receiver depth = 1500 m and range =650 km. 

T (sec) -db S. 

No. 

θ0 

(deg) 

θr 

(deg) Reference Presence of 

Eddy 

Travel time 

anomaly (sec) 

(δTM) 

P+ p- p+
t p-

b p++p- p+
t + p-

b 

Refer- 

ence 

Presence  

of Eddy 

              

1 6.52 -6.52 435.8272 435.8610 -0.03380 11 11 0 0 22 0 108.3 112.2 

2 4.15 -4.16 435.5750 435.6500 -0.07500 10 10 0 0 20 0 106.9 116.4 

3 3.08 3.09 435.5202 435.5493 -0.02910 9 10 0 0 19 0 119.3 118.7 

4 0.86 0.86 435.4674 435.3148 0.15260 7 8 0 0 15 0 113.6 116.4 

5 0.76 -0.80 435.4582 435.3060 0.15220 7 7 0 0 14 0 114.3 123.4 

6 -0.71 0.71 435.4539 435.2991 0.15480 7 7 0 0 14 0 114.1 120.8 

7 -4.66 4.69 435.5539 435.6272 -0.07330 10 10 0 0 20 0 109.8 116.3 

8 -5.75 -5.81 435.6700 435.7369 -0.05790 11 10 0 0 21 0 117.1 114.9 

              

Ө0 - ray launching angle at source, Өr - ray angle at receiver, T – travel time, p+ - number of upper turning points, p- - number of lower 

turning points, pt
+ – number of top bonks, pb

+ – number of bottom bonks, , d Ө – acoustic intensity loss 
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Fig. 7— (a) Travel time versus eigen ray angle for the reference and eddy profiles (b) Comparison of predicted arrival pattern obtained 

from reference ocean (C0(z)) and eddy profiles. (The arrivals are labled and identified in Table 5). 

 

interesting to note that in the Bay of Bengal, long-

range acoustical transmission paths are mostly 

refracted/bottom-reflected, (R/BR), and refracted/ 

refracted, (R/R). In the present study, we have 

considered the R/R category rays among all possible 

above said classes to avoid bottom losses (Table 5). 

 
Ray arrival pattern 

The travel times of eigenrays are determined by 

two factors viz., the ray path length and the sound-

velocity along the path. The flat rays with small initial 

angles travel along shorter paths in lower sound-

velocity region. On the other hand, the steep rays, 

which have larger initial angles, travel in faster sound-

velocity regions but over greater path lengths. In 

general, the path lengths of steep rays in the top layer 

are less as compared to deeper layers. The combined 

effect of path length and sound-velocity on the ray 

travel times shown as a function of launch angle in 

Fig. 7a. The predicted arrival pattern depicts the 

typical characteristics of the Bay of Bengal sound 

propagation namely the early arrival clusters of near – 
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axial flat angle rays (+0.85º to -0.85º) and the later 

arrivals of deep-turning rays (R/R). This type of 

arrival pattern arises due to the weak acoustical wave 

guide nature of the Bay of Bengal, contradictory to 

general pattern of other waters
40

. It is discernible from 

the diagram that although the arrival angle (Fig. 7a) 

remains the same to a large extent for both the 

profiles, the arrivals are delayed by about 20-75 ms 

(milliseconds) in the presence of the eddy for steep 

angle rays (column 6 of Table 5). The travel times of 

flat angle rays also showed delays due to channel 

depth variation (400 m from south to north, as shown 

in Fig. 4), and also weak acoustic wave guide nature 

(Table 5). In the present simulation, one can expect 

that the travel time perturbations of steep angle rays 

which travel through eddy are supposed to show more 

as compared to flat angle rays, for a long range of 

650km. However slowness, of steep angle rays in the 

present case are due to less transgressed in the top 

layer (Table 5). 
 

Acoustic intensity 

The computed intensity of eigenrays (using the ray 

tube method) at the receiver end
42

 shows the loss 

associated with steep angle rays through the average 

field is about 112.28 dB, while that through the eddy 

field is about 115.7 dB (Fig. 7b & columns of 13 & 

14 of Table 5). The flat angle rays (+0.85º to -0.85º), 

which do not sample the eddy; undergo average 

intensity loss of 114.05 dB and 119.25 dB for 

unperturbed and perturbed conditions respectively 

(Fig. 7b & Table 5). 
 

Inversion 
Building the estimates 

For each point in a given region, the coefficients 

ai
1
(x,z) (in Eq.4) are determined from the eigenrays 

and operated on the travel time perturbations(d) to 

estimate the model parameter [δĈ (x, z)] objectively. 

This procedure permits a continuous representation of 

the unknown field. The data-data and model-data 

covariance matrices are determined for the reference 

sound velocity distribution with a suitably selected 

source-receiver configuration. Using these matrices 

the estimated sound velocity field [δĈ (x, z)] of the 

real ocean [δC(x, z)] is obtained for the given travel 

time perturbations (δT). 
Once the model covariance (the unknown field - in 

this case, the sound velocity anomaly) is obtained, the 

model-data covariance ( 〈 δC(x, z)d
T 〉 of order (M x 1) 

and data-data covariance matrices ( 〈 dd
T 〉 ) of order 

(M x M) can be constructed as described in the above 

theory (Eqs.5-9). In the present example, model-data 

covariance matrix ( 〈 δC(x, z)d
T 〉  is of order (M x 1) 

where M=8 is the number of identified eigenrays 

(Table 5). For example, computation of each element 

in matrix ( 〈 δC(x, z)d
T 〉  is generated by evaluating 

the single integration (Eq. 7) along the i-th identified 

eigenray (columns 7-12 of Table 5)). The integrand in 

the Eq.7 consists of a point (x, z) in the vertical 

domain (where model parameter estimation δĈ (x, z) 

to be computed), refractive index, vertical (U) and 

horizontal (ai(x)) i.e., EOF modes. While performing 

integration, the cubic spline interpolation is carried 

out to evaluate vertical functional values of (U) of s(z) 

distribution and horizontal modal amplitudes (ai(x)) of 

s(r) for all modes along i-th eigenray co-ordinates
42

  

[x
i
 (s),z

i
(s)] (where s is the distance along ray). The 

model-data covariance is constructed for mapping 5 

points in the horizontal (at the station locations of the 

5 CTD casts in the survey). This is carried out for 

easy comparisons between the estimates of sound 

velocity from assumed acoustic data and those 

calculated from the CTD stations. Note that the 

changes to the output of the estimator affect only the 

rows of the model-data covariance matrix. Similarly 

data-data covariance matrix ( 〈 dd
T 〉 ) can be 

computed. 

In the present example, data-data covariance matrix 

( 〈 dd
T 〉 ) is of the order (M x M) where M=8 is the 

number of identified eigenrays (Table 5). For 

example, computation for each element in matrix 

( 〈 dd
T 〉 ) is generated by evaluating the double 

integration (Eq. 8) along both the i-th and j-th 

identified eigenrays (Table 5). 

The data-data covariance matrix is fixed by the 

data available in the experiment or assumed 

simulation, and therefore does not change when a new 

output is desired. When any particular field or 

distribution of mapping points are desired, one needs 

only to compute the appropriate model-data 

covariance matrix and then multiply it by the inverse 

of the data-data covariance matrix, which is computed 

once and saved. Here Generalized Inverse Operator 

(GIO) (i.e., Ag
-1

 = VpГp 
-1

Up
T 

) of the data-data 

covariance matrix ( 〈 dd
T 〉 )

-1
 is built using SVD 

employing eigenvalues technique
41

. Here p indicates 

the number of factors used in SVD, which is less than 

or equal of the rank of the matrix ( 〈 dd
T 〉 ) (i.e., p ≤ 

M, where M is the number of eigenrays). Also, Up, 
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and Vp are the column eigenvectors of the matrix 

( 〈 dd
T 〉 ) of U and V. Гp is the diagonal matrix of the 

matrix ( 〈 dd
T 〉 ). The elements of diagonal matrix 

(eigenvalues) arranged in descending order and 

corresponding closeness ratio is presented in the 

Table 6. The SVD provides a simple framework for 

determining how well the inverted model parameters 

fit the data, and how closely the model parameter 

estimates the true values. The larger eigenvalues 

determine the large scale (gross) features of the 

problem, while the smaller eigenvalues correspond to 

small scale or higher frequency features. Then Eq.5 

becomes. 
 

1( , ) ( , ) T
i gA x z C x z T A −=< δ δ >  … (12) 

 

Using this matrix A(x,z) the estimated sound 

velocity anomaly field [ ( , )]C x zδ
�

 (Eq.4) of the real 

ocean [ ( , )]C x zδ  for different factors p (=1 to 5), is 

obtained for the given travel time perturbations ( )Tδ  

of Table 5. Fig. 8 gives the comparison between the 

tomographically reconstructed sub-surface cold core 

eddy field with that of observed ones (right of lower 

panel in Fig. 8). Even three factors (contribution of 

86%, Table 6) are more than sufficient to objectively 

resolve the sub-surface eddy (gross features), whereas 

for fine structures, at least five factors are needed. 

Present, OAT’s simulation experiment results 

reveal that one can objectively map/monitor the even 

small mesoscale sub-surface eddies by stochastic 

inverse technique keeping source and receiver in the 

SOFAR channel separated by probably for larger 

distances also under such a depth-limited environment 

of Bay of Bengal. 

 

Table 6—Eigenvalues of [‹ddT›p‹ddT›p
T] 

No. Eigenvalue Closeness Ratio (%) 

   

1 0.709 44.97 

2 0.610 34.19 

3 0.283 7.15 

4 0.267 6.38 

5 0.227 4.62 

6 0.154 2.11 

7 0.071 0.45 

8 0.037 0.13 
 

 
 

Fig. 8—Tomographic inversion of a cold core eddy in the Bay of Bengal (ORV Sagar Kanya during 21 – 29 July, 1984) 
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For the assessment of the validity of the layering in 

the model used for inversion, it is essential to look at 

the model and data resolution matrices, but in the 

present case, both are the same. Here after we call 

them resolution matrix [ ]T T
p pdd dd< > < > . The 

diagonal elements of this matrix for different factor 

p=1 to 8 are presented in the Table 7. A value of unity 

indicates contribution of information independent of 

the other observations. Among all the rays, the most 

independent information is contained by 6.52
o
 ray. 

Because of propagation of rays in homogenous 

medium, poor information resolution (resulting from 

sampling nearly the same ocean region) was noticed 

(Table 7). Flat angle rays show maximum values in 

the vicinity of the sound velocity layer (Table 7, 

sl.no.4). This is due to the nature of the SOFAR 

channel where ray bending takes place towards the 

sound velocity minimum focusing an envelope. 

 

Conclusion 

In this paper, we report the acoustic characteristics 

of a sub-surface cold core eddy in the Bay of Bengal 

during south-west monsoon season and explore the 

possibility to reconstruct the acoustic profile of the 

eddy by Stochastic Inverse method utilizing OAT’s 

technique under peculiar characteristics viz, depth-

limited and weak gradient environment. For the 

formulation of the Stochastic Inverse, both vertical 

and horizontal structure of the ocean has been 

modeled using empirical orthogonal modes. 

Present OAT’s simulation experiment results 

reveal that one can objectively map/monitor even the 

small mesoscale sub-surface cold core eddies by 

stochastic inverse technique. Keeping single source 

and receiver in the SOFAR channel separated 

probably by larger distances also under the above 

mentioned conditions in the Bay of Bengal. 
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Appendix-A 
Ocean Model 

Physical variability occurs in the ocean with space 

(scales of millimeters to planetary) and time (from 

seconds to geological times) due to external and 

internal forcing
33

. Physical oceanographers are 

interested to study variability of ocean environment 

rather than its mean. Oceanic changes relevant to 

underwater acoustics are classified into mean and 

fluctuating components
43

 with the following general 

model of the sound speed equation 
 

0( , ) ( ) ( ) ( , )C r t C z C r C r t= + δ + ∆  … (A1) 
 

z – depth, t-time, r- three-dimensional position having 

characteristics: 1) a mean vertical profile 0 ( )C z  that 

represents local climatology (C0 ~ 1500 m/s ), 2) a 

mesoscale component )(rCδ  (fronts, eddies etc) - 

deterministic with respect to the acoustic time scale 

(δC/C0 ~ 10 
-2

), and 3) a statistical component 

( , )C r t∆  (i.e random with respect to the acoustic time 

scale, ∆C/C0
~10

-4 
that represents small scale 

fluctuations) caused by Internal Waves (IW), fine and 

microstructures. In the above equation the background 

profile is often taken as layered mean profile given by 
 

1
0

1

1
( ) ( , )

n

k j j k
j

C z C x z
n =

= ∑  … (A2) 

 

Table 7—Diagonal elements of resolution of data-data matrix [‹ddT›p‹ddT›p
T] for each angle for factor p = 1 to 8 

S.No. Eigen Ray angle  Modes 

 (θ0
0) 1 2 3 4 5 6 7 8 

          

1 6.52 0.48 0.98 0.99 0.99 0.99 1 1 1 

2 4.15 0 0 0.01 0.02 0.05 0.12 0.46 0.7 

3 3.08 0 0 0.03 0.04 0.05 0.12 0.53 0.89 

4 0.86 0 0 0.33 0.34 0.77 0.95 0.99 1 

5 0.76 0.01 0.01 0.15 0.36 0.42 0.87 1 1 

6 -0.71 0.34 0.75 0.8 0.96 0.96 0.99 1 1 

7 -4.66 0 0 0 0 0.01 0.03 0.04 0.41 

8 -5.75 0.01 0.01 0.39 0.43 0.86 0.97 1 1 
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Other choices can also be made, such as 

climatological mean or even a representative member 

of the vertical profiles. 

 
Computational Procedures 

Following Lawson and Hanson
44

, 2D sound 

velocity perturbation ( , ),C x zδ  (ignoring time 

dependency) is written as product of three matrices in 

component form: 
 

2

1

( , ) ( ) ( )
r

i i i
i

C x z u z v x l
=

δ = ∑  … (A3) 

 

x = 1, ……, n; z = 1, …… , m; r = rank of D 
 

where n is the number of vertical layers in the ocean 

model, m is the number of horizontal grid points, the 

ui(z) are the vertical modes and the vi(x) are the 

horizontal coefficients. 

Eqn (B1) is expressed in Singular Value 

Decomposition (SVD) form: 
 

D = U Γ V
T
  … (A4) 

 

(m×n) (m×r) (r×r) (r×n) 
 

The dimensions of matrices D , U , Г and V
T
 are  

(m , n), (m , r), (r , r), and (r ,n) respectively. The 

matrices U and V are orthonormal i.e.; U
T
U = Im and 

V
T
V = In where Im and In are the identity matrices of 

order (m × m) and (n × n) respectively. In general, 

UU
T
 ≠ Im and VV

T ≠ In and these matrices are called 

data and model resolution matrices. The matrix Г is a 

diagonal matrix of nonzero “singular values” of D in 

descending order (l1 > l2 > , … , > lr) and r [ r ≤ min 

(m, n) ] is the rank of matrix D. Obviously, the rank of 

all the three component matrices will be r, and hence 

all diagonal elements of Г are squares of singular 

nonzero values li
2
. U and V are the respective coupled 

eigen vector matrices for the eigenvalue problem 

defined as 
 

2( )TD D u l u=  … (A5) 
 

and 2( )TD D v l v=  … (A6) 
 

The matrices D D
T
 and D

T 
D are called the 

covariance matrices, of orders (m×m) and (n×n) 

respectively and, from which the EOF’s are 

generated. The two sets, i.e depth-dependent 

s(z)={u1,u2,…,.up} and range-dependent 

s(r)={v1,v2,….,vp} are the orthogonal vectors (column 

vectors of u and v) of the matrix D respectively and 

( )p r≤  are the number of factors to be considered. 

EOF depicts the underlying dynamics describe 

statistically to determine the direction of maximum 

variability. These directions called the “principal 

components” of EOFs of the second order statistics or 

“moments”. 

If m<n then, first compute matrix U by solving 

eigen value problem (Eqn.B5) and matrix V is 

computed by relation V = D
T
 U Г-1

. 

If m>n then, compute matrix V by solving eigen 

value problem (Eqn.B6) and matrix U is computed by 

relation U = DV Г-1
. 

Having computed the ui, the modal amplitudes ai(x) 

at each horizontal grid points are easily computed by 

projecting the layered perturbation profiles on the 

layered EOF’s, i.e; 
 

1

( ) ( , ) ( ), , 1,..,
r

i k i k
K

a x C x z u z i k r
=

= δ =∑  … (A7) 

 

where, i – indicates the mode index and n- the layer 

index. Here i can go to a number p ≤ r (rank of D), if 

we truncate the mode sum. This is done by 

judiciously selecting the p eigen vectors or ranking 

the singular values of the Γ  matrix in descending 

order. We then spline fit the modes, their coefficients, 

and the mean profiles to get a field with continuous 

derivatives at any point. The mode contribution of 

sound velocity perturbation field in terms of 

percentage is as follows: 

 
Closeness Ratio: 

The ratio between the sum of the factors considered 

and that of data matrix (Kernel) is the measure of 

closeness of the model data
38

: 
 

Measure of closeness = 2 2

1 1

/
p r

i i
i i

l l
= =
∑ ∑  … (A8) 

 

where r is the rank of the data matrix D (kernel) and p 

≤ r. The first eigen function, u1 in depth dependent 

vector space s(z), associated with the largest eigen 

value 2
1l  represents the gross features (i.e. ║ 1

Tu D ║) 

in the data in the least square sense, while the second 

function u2 in the space s(z) associated with second 

largest eigen value 2
2l  describes the residual mean 

square data [i.e. ║ 2 1 1( ( ))T Tu D u u D− ║] in the least 

square sense and so on. The similar explanation can 

be given for range dependent vectors ( ).s r  The 
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closeness ratio is expressed in percentage to judge the 

contribution of different parameters. 

( )s z  and ( )s r  distribution of individual percentage 

contribution of j
th
 element of, k

th
 eigen function for 

present analysis are given by Ramana Murty et.al.
45

 
 

2

2

1 1

*100
jk k

m r

ik i
i i

u l

u l
= =

   
   
   
   
∑ ∑   

   

 … (A9) 

 

2

2

1 1

*100
jk k

n r

ik i
i i

v l

v l
= =

   
   
   
   
∑ ∑   

   

 … (A10) 
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