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Abstract 
The purpose of this paper is to evaluate several timely, daily air-sea flux products (NCEP, 

NCEP2, ERA-Interim and OAFlux/ISCCP) against observations and to present a newly developed 
air-sea flux product (TropFlux). Evaluation of basic variables used for bulk turbulent flux estimates 
(sea surface temperature, air temperature and humidity at 2m height and wind at 10m height) to 
observations from the global tropical moored array reveals that the recently released ERA-Interim 
data generally captures best the temporal variability (with correlations above 0.85 with mooring 
data) despite strong systematic biases in surface temperature and humidity, and underestimation of 
variance. Shortwave radiations from various re-analyses are generally inferior to those from the 
ISCCP project. Longwave radiations from all sources have low correlations with mooring 
observations (0.3 to 0.6), but with ISCCP and ERA-Interim performing best (give the correlation 
value here). 

We use mooring data to correct the systematic bias and amplitude of ERA-Interim basic 
meteorological variables, used as input to the COARE v3.0 algorithm. Wind speed is also corrected 
to take mesoscale wind gustiness into account, based on the linear fit between climatological sea 
surface temperature and gustiness values estimated from mooring data. We use the bias and 
amplitude corrected ERA-Interim surface net longwave radiation. Surface net shortwave radiation 
(SWR) is based on ISCCP, with a systematic bias and variability amplitude correction. The 
timeliness of the TropFlux product is limited by the availability of ISCCP SWR products, so we 
extend the time series by using a “near real-time” SWR estimated from outgoing longwave radiation 
(OLR) non-seasonal anomalies. The near real-time mode shortwave data performs well over 
convective regions but underestimates variability over the cold tongues of the Atlantic and Pacific. 
This timely estimate of SWR however performs better than the commonly used re-analysis SWR 
products. 

All products agree well in reproducing intraseasonal surface net heat fluxes fluctuations 
associated with the Madden-Julian Oscillation in the Indian Ocean, and interannual heat flux 
variations associated with El Niño in the eastern Pacific. They do however exhibit marked 
differences in mean values and seasonal cycle. Comparison to global tropical moored array, I-
COADS and fully independent flux data suggests that TropFlux and OAFlux net heat fluxes are 
superior to the three re-analyses. TropFlux hence provides a useful option for studying flux 
variability associated with ocean-atmosphere interactions, oceanic heat budgets and climate 
fluctuations in the tropics. 
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1. Introduction 

The tropics are an essential part of the Earth’s climate. In addition of being home to the Indo-

Pacific warm-pool, the largest area of deep atmospheric convection on earth, they are also source of 

very significant variability at intraseasonal to interannual timescales. Interannual variability develops 

as the result of air-sea interactions in all three oceans. El Niño–Southern Oscillation (ENSO) affects 

weather patterns at a global scale (e.g. McPhaden et al. 2006). Interannual variability with clear 

climatic consequences in the Indian Ocean has also been identified more recently in the tropical 

Indian Ocean (the Indian Ocean Dipole or IOD, e.g. Saji et al. 1999; Webster et al. 1999).  In the 

Atlantic Ocean, significant ocean-atmosphere variability is developed by fluctuations in the Atlantic 

Meridional Mode or AMM (is it different from North Atlantic Oscillation (NAO)) (Xie and Carton. 

2004; Chiang and Vimont. 2004). At intraseasonal timescale, the Madden Julian-Oscillation (MJO, 

Madden and Julian. 1972) modulates the Asian, African and Australian monsoons, tropical cyclone 

activity and even the weather regimes over the North Atlantic (Cassou. 2008). A better 

understanding of these phenomena are required to improve predictability at intraseasonal to 

interannual timescales. 

Air-sea coupling plays a prominent role in the whole range of phenomena described above. 

Air-sea interactions are vital for the development of ENSO and the IOD through the Bjerknes 

feedback (Bjerknes. 1966), which involves reinforcing tendencies in surface winds and sea surface 

temperature (SST). In both cases, a proper knowledge of air-sea fluxes is needed to understand the 

processes of interannual variability better. Air-sea fluxes act as a strong negative feedback to ENSO 

in the eastern Pacific (Wang and McPhaden, 2000; Vialard et al. 2001), and can contribute either 

positively or negatively to IOD growth depending on the season and location (Hendon 2003; 

Murtugudde et al. 2000). Remotely forced surface heat flux variations are essential to explain the 

overall Indian Ocean warming during El Niño (Klein et al. 1999). Latent heat flux variations are the 

key mechanism for explaining the wind-evaporation-SST feedback involved in the AMM 

development (Xie and Philander. 1994; Vimont and Kossin. 2007). 

At intraseasonal timescales, the MJO is largely due to the result of atmospheric internal 

dynamics. While air–sea coupling is not necessary for the MJO to develop, it generally 

strengthens and organizes simulated MJO signals (Zhang et al. 2006). The MJO is associated 

with clear SST intraseasonal variability, in particular in the Indian Ocean and maritime continent 

regions (Duvel and Vialard. 2007).  Heat flux variability is a major contributor to this SST variability 

in the Indian Ocean (Vialard et al. 2008; Jayakumar et al. 2011; Vialard et al. 2011). In addition to 

explaining the SST signature of the MJO, Sobel et al. (2008) argue that heat fluxes from ocean to 
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atmosphere play a fundamental role in driving the intraseasonal oscillation itself. Accurate 

determination of intraseasonal to interannual air-sea fluxes variability is thus a prerequisite for better 

understanding the tropical mean climate and variability. 

Earliest attempts for estimating the air-sea fluxes can be traced back to the pioneering works of 

Budkyo (1963), Bunker (1976), Bunker and Worthington (1976) and Perry and Walker (1977). 

These efforts to estimate air-sea fluxes using atmospheric and oceanic variables collected during ship 

cruises, together with empirical formula were generally restricted to some specific oceanic basins. 

The Comprehensive Ocean-Atmosphere Dataset (COADS: Elms et al. 1993, Woodruff et al. 1993) is 

an attempt to provide a global database of relevant input parameters for estimating air-sea fluxes.  

National Oceanography Centre Southampton – NOCS (previously SOC flux) Flux data (Josey et al. 

1999; Berry and Kent. 2009) is based on the COADS dataset and the data gaps are filled with 

advanced interpolation methods. But spatio-temporal interpolation in the vast gaps between ship 

regular routes is a major source of uncertainty in these products, and only allows low-temporal 

resolution (monthly estimates), which does not suit the study of intraseasonal variability.  

Atmospheric re-analyses partly overcome this drawback, by using atmospheric general 

circulation models to carry information forward in time, and then elaborate interpolation methods to 

combine them with available observations. The NCEP/NCAR (Kalnay et al. 1996), NCEP2 

(Kanamitsu et al. 2002) and ERA-40 (Uppala et al. 2005) re-analyses hence provide more than 40 

years of daily net heat flux products, but do however suffer from model error. Improvement of 

satellite technology led to the development of satellite observations based flux products like J-

OFURO (Kubota et al. 2002) and HOAPS (Schulz and Bakan. 1998).  The major drawback of such 

data products is the limited length of the satellite measurements, since most accurate and precise 

measurements are available only from 2000 onwards.  Another challenging problem in satellite 

measurements is the accurate estimation of air temperature and specific humidity at a particular 

height above the sea surface (Yu and Weller. 2007).  The objective analysis method used in OAFlux 

(Yu et al. 2007; Yu and Weller. 2007) in principle combines optimally satellite measurements and 

model reanalysis. Hybrid turbulent heat flux products based on satellite measurements and numerical 

weather prediction model outputs have also been developed (e.g. Jiang et al. 2005). 

In all these cases, evaluation of the heat flux products to estimates obtained more directly from 

in situ measurements is necessary. The Global Tropical Moored Buoy Array is the combination of 

the TAO/TRITON in the Pacific (McPhaden et al. 1998), PIRATA in the Atlantic (Bourles et al. 

2008) and RAMA in the Indian Ocean (McPhaden et al. 2009). These arrays provide an 

unprecedented opportunity to estimate surface heat fluxes in the three tropical oceans. The moorings 

in these arrays provide near-real time in situ measurements of essential parameters to estimate the 
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surface net heat fluxes: near-surface wind, air temperature, humidity, SST as well as downward 

shortwave and longwave fluxes. These can be used in combination with the COARE v3.0 algorithm 

(Fairall et al. 2003) to provide reliable estimates of the surface heat fluxes (Cronin et al. 2006). 

This study takes advantage of this mooring database to provide an evaluation of air-sea fluxes 

and flux related parameters from various sources in the tropics. We will restrict our analysis to 

products that resolve intraseasonal variability (daily resolution). We will also focus on near-realtime 

or regularly updated products in order to be able to benefit from lengthening time-series in the 

Atlantic and Indian Oceans where PIRATA and RAMA were setup much more recently than 

TAO/TRITON. Table 1 shows that 4 products meet these constraints: OAFlux/ISCCP, NCEP, 

NCEP2 and ERA-Interim (hereafter ERA-I). We will show in this paper that ERA-I near-surface 

parameters generally provide better performance in terms of phasing with observations, despite 

systematic biases. We hence develop a simple correction method that allows estimation of a new net 

heat flux product in the tropics (TropFlux) from ERA-I corrected parameters. Independent flux 

estimates will also be used to validate our correction approach.  

This paper is constructed as follows. Section 2 presents the various datasets used in this study. 

In section 3, the input variables necessary for turbulent flux computations are evaluated against in 

situ data from the global tropical moored buoy array. We then explain in section 4 how we build on 

existing datasets (mainly on ERA-I, ISCCP and NOAA OLR data) to construct a new, timely 

product of daily heat fluxes for the tropics: TropFlux. Since tropical moored array data was used to 

construct the TropFlux product, it cannot be used for a real validation of this product. In section 5, 

we provide validation of the various flux products in this study against independent data. We also 

illustrate how these products capture some important intraseasonal and interannual variations. 

Section 6 provides a summary the results of this paper and a discussion. 

2. Datasets and methods 

In this section we first briefly review the basics of obtaining air-sea fluxes using a bulk 

parameter approach. We then describe the various surface meteorological and air-sea flux products 

that are evaluated in this study. We finally describe the in-situ data from the global tropical moored 

buoy array used for developing ad-hoc corrections and independent data from five mooring 

experiments in geographically distinct regions of the tropical oceans, which are used for independent 

validation.  
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a. Bulk estimation of fluxes 

The net air-sea flux at the sea surface is given by the sum of net radiative fluxes (longwave and 

shortwave radiations, hereafter LWRnet and SWRnet respectively) and turbulent fluxes (latent and 

sensible heat fluxes; hereafter LHF and SHF respectively). A commonly used approach to compute 

these air-sea fluxes is to use bulk formulae, which relate the various flux components to 

meteorological parameters such as wind, air temperature, specific humidity and sea surface 

temperature (Fairall et al. 1996; Curry et al. 2004): 

LHF = ρ Le Ce U Qs - Qa) (1) 

SHF = ρ Cp Ch U (SST-Ta) (2) 

LWRnet= εσTs
4-LWRdown (3) 

SWRnet= (1-a)SWRdown (4) 

NET=SWRnet-(LWRnet+LHF+SHF)  (5) 

where, ρ is the density of air, Le is the latent heat of evaporation, Ce  and Ch  are the turbulent 

exchange coefficients for latent and sensible fluxes respectively, Cp is the specific heat capacity of 

air at constant pressure, U is the wind speed relative to sea surface, Qs and Qa are saturation specific 

humidity at sea surface temperature and near-surface atmospheric specific humidity respectively and 

SST and Ta are sea surface and air temperature respectively, a is the surface albedo (set to 0.055 in 

this study), surface emissivity ε is 0.97, and σ is the Stefan Boltzman constant. With the convention 

above (downward fluxes for shortwave and upward fluxes for the other components), all flux 

components are almost always positive. 

A variety of bulk flux algorithms differing in their parameterization of exchange coefficients, 

salinity effect on sea surface humidity, and treatment of free convective conditions and surface layer 

gustiness are available (e.g. Smith. 1988; Clayson et al. 1996; Zeng et al. 1998; Bourassa et al. 1999; 

Fairall et al. 2003). Intercomparison of turbulent flux algorithms (Brunke et al. 2002, 2003) shows 

that the 3rd version of the Coupled Ocean-Atmosphere Response Experiment bulk flux algorithm 

(COARE v3.0, Fairall et al. 2003) displays the lowest bias compared to algorithms used to produce 

the HOAPS (Schulz and Bakan. 1998; Grassl et al. 2000; Andersson et al. 2007), GSSTF-2 (Chou et 

al. 2004) and J-OFURO (Kubota et al. 2002) flux data sets. Hence, we use COARE v3.0 algorithm in 

the present study. 

The COARE algorithm was initially developed for the COARE research community to 

estimate air-sea fluxes under the strong convective conditions of the western Pacific warm pool 

(Fairall et al. 1996) and later modified for colder waters and higher wind speeds conditions, i.e. mid-
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latitude conditions (Bradley et al. 2000; Fairall et al. 2003). Significant improvements have been 

made on COARE v3.0 bulk flux algorithm from its previous versions. Wind speed validity is now 

extended to 0-20m/s; improvements have also been made on the stability functions. 

In this paper, we use daily averages of basic meteorological variables (U, Ta, Qa, SST) as 

inputs to the COARE algorithm. The COARE algorithm is tuned for use with hourly averaged data 

(Fairall et al. 2003), and cool skin and warm layer calculation should be switched off for use with 

daily data (Cronin et al 2006). Fairall et al (1996) and Cronin et al (2006) estimated that ignoring the 

cool skin effect would produce an error of around 10 Wm-2 in the latent heat flux. A gustiness 

parameterization is also included to account for high frequency wind variations as recommended by 

Cronin et al. (2006). We will describe the gustiness correction approach in more detail in section 4. 

There are several studies describing the estimate of longwave radiation using empirical 

formulae (e.g. Clark et al. 1974, Bignami et al. 1995, Josey et al. 1997, Josey et al. 2003).  Josey et al 

(1997) evaluated the atmospheric component of several longwave formulae using research cruise 

data and found that Clark’s empirical formulae works best. Josey et al (1997) therefore used Clark’s 

method as did several other studies (e.g. Cronin et al. 2006; Foltz and McPhaden. 2005; Foltz et al. 

2010). Josey et al (2003) provided an improved longwave radiation formula for mid-latitude but did 

not test it in the tropical regions. We will hence evaluate Clark et al. (1974) empirical formula 

against the other products in this paper. In Clark et al. (1974), the net longwave radiation is estimated 

from:  

LWRNet = εσ SST4 (0.39 – 0.05ea
1/2)(1 – 0.51C2) + 4εσ Ts

3 (SST – Ta)  (6),  

where ε is the emissivity, σ is the Stephan-Boltzmann constant, SST and Ta are sea surface and air 

temperature at 2m respectively ea is the surface vapor pressure and C is the cloud cover index.  

Following Foltz and McPhaden (2005) this cloud cover can be estimated from SWRdown using an 

inversion of Reed’s (1997) formula: 

  C = 1.61(1 – SWR / SWRcs + 0.0019n)    (7),  

where SWR is the daily-averaged surface shortwave radiation, SWRcs  is the clear-sky radiation, and n 

is the noon time solar altitude.  

b. Surface meteorological and air-sea flux datasets  

In this section, we describe the source of various data products that we use in this paper: 

satellite-derived U and SST; all four heat flux components and near surface meteorological 

parameters (SST, Ta, Qa and U) from OAFlux (Yu et al. 2007) product, NCEP (Kalnay et al. 1996), 



7 

NCEP2 (Kanamitsu et al. 2002) and ERA-I (Dee and Uppala. 2009) re-analyses products. All of the 

products described below were regridded on the 1° x 1° OAFlux grid. 

Three satellite products are used in this paper. For SST, we use optimally interpolated data 

from the TRMM Microwave Imager (TMI) instrument produced by Remote Sensing Systems 

(http://www.remss.com/). One important feature of this microwave retrieval is that SST can be 

measured through clouds (Kummerow et al. 1998) and captures very satisfactorily intraseasonal SST 

variations in highly convective regions (e.g. Duvel and Vialard 2007). TMI SST is originally 

available at 0.25°, daily resolution from December 1997 to the present time. For winds, we use 

gridded estimates of 10-m winds from the QuikSCAT scatterometer produced at Centre ERS 

d’Archivage et de Traitement (CERSAT, Bentamy et al. 2003). QuickSCAT uses rain flags to 

identify and mask rainy pixels in its data and hence will be more accurate over convective regions 

(Weissman et al. 2002).  Wind data from QuikSCAT are available at 0.25°, from July 1999 to 

November 2009. We also use Outgoing Longwave Radiation (OLR) data to provide a near-realtime 

extension of the surface shortwave radiation estimate. OLR data is obtained from NOAA, with gaps 

filled with temporal and spatial interpolation (Liebmann and Smith. 1996). 

We use near surface meteorological variables and surface fluxes from NCEP, NCEP2, and 

the recently released ERA-interim (ERA-I) re-analyses. We did not include ERA40 in our analysis 

since it is only available until 2002, and most moorings were deployed after this date in the Atlantic 

and Indian Oceans. The NCEP/NCAR Reanalysis 1 (NCEP) is using a state-of-the-art 

analysis/forecast system to perform data assimilation using past data from 1948 to the present 

(Kalney et al. 1996).  Fluxes and related meteorological variables are available at NCEP on global 

grids at 1.90° x 1.87° resolutions.  NCEP-DOE Reanalysis 2 (NCEP2) is an improved version of the 

NCEP Reanalysis that fixed errors and updated parameterizations of physical processes (Kanamitsu 

et al. 2002).  NCEP2 differs from NCEP reanalysis mainly in shortwave radiation scheme, cloud and 

soil moisture parameterizations, improved desert albedo, introduction of new ozone climatology etc. 

Daily data from NCEP 2 are available globally from 1979 to 2009 on 1.90° x 1.87° grids. Both 

NCEP and NCEP2 input variables are obtained from 6-hourly forecasts. ERA-I is the latest ECMWF 

global atmospheric reanalysis for the period 1989 to present with major improvements over its past 

re-analysis product ERA-40 (Dee and Uppala. 2009).  The major differences between the earlier 

release ERA-40 and the latest ERA-I are the use of a 4D-Var approach, a better formulation of 

background error constraints, a new humidity analysis, improved model physics, improved data 

quality control methods, and improvements in bias handling. Global data from ERA-I are available 

at 0.75° x 0.75° spatial resolution. The ERA-I input variables (wind, surface and air temperature and 

humidity) were computed from the average of 4 times daily analyzed fields, while the fluxes were 
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obtained from the 0 to 24h forecast average. NCEP is updated in near real time, whereas NCEP2 is 

updated on a yearly basis and ERA-I data production lags 3-4 months behind real time (Table 1). 

OAFlux surface fluxes are obtained from blending of various satellite retrievals and re-

analysis products (Yu et al. 2007). Consensus estimates of surface meteorological variables from 

these sources are obtained through a variational method. Turbulent air-sea fluxes are then estimated 

through application of COARE v3.0 algorithm (Fairall et al. 2003). The OAFlux product was 

initially developed for the Atlantic Ocean over the 1988-1999 period (Yu et al. 2004a,b, 2006) and 

later extended to the Indian Ocean (Yu et al. 2007) and global ocean basins over the 1981-2007 

period (Yu and Weller. 2007). OAFlux does not provide its own estimates of radiative fluxes, but 

rather uses net surface shortwave and longwave daily values from the International Satellite Cloud 

Climatology (ISCCP) project (Zhang et al. 2004).   

The ISCCP project uses an advanced radiative transfer model to produce radiative fluxes, at a 

3-hourly, 2.5° x 2.5° resolution, based on various (largely satellite) input datasets providing the 

needed properties of clouds, atmosphere and surface. OAFlux project provides surface net radiative 

fluxes from ISCCP after interpolating them into the daily, 1° x 1° OAFlux grid.  OAFlux is a timely 

product (it is updated twice a year, and available until July 2010 at the time of writing). The 

availability of net heat fluxes is however limited by the availability of ISCCP radiative fluxes. 

ISCCP is updated once in a few years, and available until 2007 at the time of writing. Providing an 

alternative to complement ISCCP data until near-realtime is an issue that we will explore in this 

paper.  

c. Evaluation dataset: the tropical moored array data 

The Global Tropical Moored Buoy Array (hereafter TPR, for TAO/TRITON-PIRATA-

RAMA) is a multi-national effort to provide real time meteorological and oceanographic data for the 

research community and operational applications. It has three components, namely TAO/TRITON in 

the Pacific (McPhaden et al. 1998), PIRATA in the Atlantic (Bourles et al. 2008) and RAMA in the 

Indian Ocean (McPhaden et al. 2009). The three arrays have been designed in order to provide high-

resolution surface (and subsurface) time-series in climatically relevant regions. The TAO array has 

been completed for more than 10 years and provides the longest record (Fig. 1), while PIRATA has 

only recently been completed and RAMA was only ~55% complete in mid 2010 (21 out of 38 

planned moorings).   

We have used daily average data in this paper (higher temporal resolution data is not available 

for the full length of the record, and its use would shorten drastically some time series in the Indian 

Ocean). TPR data undergo extensive quality control analysis to ensure that they meet stringent 
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accuracy standards (Freitag et al. 1999, 2001; Medavaya et al. 2002; Payne et al. 2002; Lake et al. 

2003). We use only the highest quality observations from these moorings for evaluation (flags 1-2: 

highest quality or default quality).  

Air temperature and humidity (hereafter Ta and Qa) are measured at about 3 m height on the 

moorings. The TPR humidity data is provided as relative humidity and converted into specific 

humidity (Bolton. 1980). We compare TPR data directly with other products, which provide air-

temperature and humidity at 2m above the surface. SST is measured 1m below the surface. 

Wind speed (hereafter wa) is measured at about 4m-height on the moorings. We convert this 

to 10m-height wind using a logarithmic profile method (Mears et al. 2001).  Mears et al. (2001) and 

Parekh et al. (2007) compared this simple logarithmic approach with a more sophisticated approach, 

which requires air temperature, atmospheric pressure and relative humidity and concluded that the 

differences between the two wind transforming schemes are very small. We neglect surface currents 

in our flux computations (i.e. take U=wa in eqs 1,2). The effect of currents on fluxes is generally 

small (Cornillon and Park. 2001), except in regions of weak mean winds and strong currents (e.g. 

under the ITCZ, where neglecting currents can induce latent heat flux errors ~7 Wm-2, Jiang et al. 

2005; Kelley et al. 2001). The telemetered daily wind speed data is computed from the daily 

averaged zonal and meridional wind components, rather than from 10-min wind speed time series 

(Cronin et al. 2006). As we will see later (section 4), neglecting the higher frequency (shorter than 

one-day) wind fluctuations results in an underestimation of wind speed (gustiness).  

Daily turbulent heat fluxes at the mooring sites are selected only when all input variables (Ta, 

Qa, Wa, SST) with 1 or 2 quality flags are available from the moorings. Figure 1a shows the number 

of valid daily data for which turbulent fluxes can be computed at each mooring location. More than 7 

years of data are available at most sites in the Pacific Ocean, while only a few years are available in 

the Atlantic and Indian Oceans. A large number of moorings in the TPR array (although not all) are 

equipped with downwelling shortwave radiation sensors (Figure 1b), in particular in the Indian and 

Atlantic Oceans, as well as in the western Pacific and along 95°W. On the other hand, downwelling 

longwave radiation measurements are less numerous, and long records are only available at a few 

sites (Figure 1c). Estimates of daily air-sea fluxes from the above variables are available through the 

TAO project OceanSITES page at http://www.pmel.noaa.gov/tao/oceansites/index.html. We use 

these daily air-sea flux products for evaluating various flux products. A complete description of how 

they are obtained can be found in Cronin et al. (2006). 

We retain only records with more than 6 months of 1 or 2 quality flags data, for all basic 

meteorological variables from the TPR moorings over the 2000-2009 periods. We chose 2000 as the 

beginning of our evaluation period because it is the date when the TPR array becomes stable in terms 
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of the daily average number of quality observations available for both turbulent heat flux 

computations (about 50) and downwelling shortwave radiation (about 30, see Fig. 2). Downwelling 

longwave radiations measurements are also available from early 2000 onward. Very similar 

evaluation statistics are obtained when computed over the longest possible period for each dataset, or 

the longest common period to all datasets.  

Since this paper is concerned with the use of flux products to study intraseasonal to 

interannual climate variability, we apply a 5-day moving average to both the TPR data and evaluated 

data before computing the statistics (we hence only use points with more than 5-days of consecutive 

high quality data in our statistics). We interpolate the reanalysis data and satellite data to the TPR 

buoy location. We compute all the basic evaluation statistics (bias, correlation, rms-difference, ratio 

to observed standard deviation) separately for each data product at each mooring location. We then 

present the average of these statistics for all the locations, to avoid giving too much weight to the 

long datasets in the Pacific Ocean. Evaluation of the net heat flux is limited by the sparse availability 

of downwelling longwave radiation measurements. Since longwave heat fluxes contribute only a 

small fraction of net heat flux variability, we will present some net heat flux evaluation by using a 

common longwave radiation estimate for all products.  

d. Independent validation datasets 

It should be noted that the TPR dataset is not an independent validation dataset, for two 

reasons. First, TPR data is used directly or indirectly in most re-analyses or flux product that we 

evaluate here. Secondly, we will use TPR data in order to derive simple correction methods and 

construct the TropFlux product. For these reasons, we also need to compare the various flux products 

to other, more independent dataset. 

The International Comprehensive Ocean-Atmosphere Data Set (ICOADS) offers simple 

gridded monthly summary products of marine data for 1° latitude x 1° longitude boxes since 1960 

(Woodruff et al. 2010). While a large portion of this marine data has been used in the various re-

analyses used in this paper (NCEP, NCEP2, ERA-I), we did not use ICOADS data to derive the bias 

and amplitude corrections applied to TropFlux input data. We hence used ICOADS data input 

variables (air temperature, humidity, wind speed, shortwave and longwave radiation) as an additional 

semi-independent evaluation of the meteorological parameters in this paper. In doing so, we 

excluded any data within 100 km of any TPR mooring location, in order to benefit from a highly 

independent evaluation to the one with TPR data. The ICOADS data won’t allow validation of high 

frequency (~daily) variations (we use the monthly summary files), but at least allows to examine 

potential biases at locations distinct to those of the TPR network. 
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While the data above is not fully independent, we also used mooring data collected over the 

last two decades by the Woods Hole Oceanographic Institution (WHOI). These data were withheld 

from operational data streams in order to provide really independent data for validation of our 

products (ref). We use data from five experiment sites (see figure 1c for location and Table 2 for 

details): Arabian Sea experiment (Arabian Sea Mixed Layer Dynamics Experiment; Weller et al. 

1998), COARE experiment (Coupled Ocean-Atmosphere Response Experiment; Webster and Lukas. 

1992), WHOTS experiment (WHOI Hawaii Ocean Timeseries Station Experiment; ref), Stratus 

experiment (Colbo and Weller. 2007) and Subduction experiment (Brink et al. 1995)  – which are 

located at contrasted and climatically relevant locations. Fluxes were computed at each site from 

hourly data and then averaged to daily values for comparison with the products in this paper. 

When comparing the products to TPR or ICOADS data, which are not entirely independent, 

we will in the following refer to “evaluation” of the data. On the other hand, we will mention 

“validation” when comparing the various products to the independent WHOI flux data. 

3. Evaluation of state variables and Correction methods  

The parameters needed for turbulent fluxes computation using bulk formulae are: Ta, Qa, SST 

and Wa. In this section, we will evaluate these parameters from several sources (NCEP/NCAR, 

NCEP2, ERA-I, OAFlux and satellite) with semi-independent TPR observations and then explain the 

corrections applied to ERA-I data to derive TropFlux turbulent fluxes. 

a. Evaluation of state variables  

Sea Surface Temperature. The SST variability is quite well captured by all products with high 

correlations (~0.9) and small biases (less than 0.11°C).  

Air temperature. ERA-I air temperature has better correlation (> 0.9) than other air temperature 

products, but it does experience the largest bias (~ -0.28°C) and a slight underestimation of its 

variability (only 92% of observed standard deviation of 5-day smoothed data). All products tend to 

underestimate air temperature variability. NCEP and NCEP2 re-analyses have lowest correlation 

(~ 0.7) and strong systematic bias (-0.15°C and 0.18°C respectively). 

Specific humidity.  Humidity has the least well-reproduced variability amongst all parameters 

(Fig. 3a). As for temperature, ERA-I displays the best correlation (~0.85) but a large dry systematic 

bias compared to other products (~ -0.8 kg/kg). More than half of this dry bias (~ 55%) in ERA-I is 

related to the cold bias in air temperature, the remaining resulting from bias in relative humidity.  

Generally, all products considered here underestimate the mean humidity and the amplitude of its 

variability. OAFlux however displays the smallest rms error and NCEP has the least systematic bias. 
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Wind speed. ERA-I, OAFlux and Qscat wind speeds all capture the wind phase relationship 

against observations quite well, with correlation exceeding 0.9 (Figure 3a). NCEP and NCEP2 do not 

perform so well with correlation around 0.7 and 0.8 respectively.  Reanalysis winds are always 

weaker than TPR winds, with ERA-I winds showing the largest negative bias (~ -0.3 m/s), while 

OAFlux and Qscat both overestimate the observed wind speed (~ 0.4 m/s).  Wind speed variability is 

overestimated in NCEP/NCAR, and underestimated in ERA-I, OAFlux and Qscat.  ERA-I shows the 

least rms error. 

The above-described evaluation results reveal that ERA-I near surface variables display 

highest correlations with TPR data, despite caveats such as large Ta and Qa bias and slightly 

underestimated variability. Our strategy is hence to derive ad-hoc bias and amplitude corrections for 

ERA-I, and then use these corrected variables to derive surface heat fluxes using COARE v3.0 

algorithm 

In the following section, we will describe our methodology for correcting the systematic bias 

and amplitude of variability for the ERA-I state variables. 

b. Strategy for bias and amplitude correction 

We correct the various variables used for heat flux computations using: 

V * x, y, t( ) = aV V ' x, y, t( ) −V x, y( )( ) +bV x, y( ) +V x, y( ) ,  (8) 

where V* represents the corrected variable V, V is the long term mean of V, aV is the amplitude 

correction, bV is the bias correction. We describe below how we estimate aV (which is always 

spatially homogeneous) and bV (that can either be a constant or spatially variable).  

Figure 4 shows the scatter plot of ERA-I systematic bias against climatological ERA-I value 

of SST, Ta, Qa and Wa at each mooring. For SST, wind speed and specific humidity, no significant 

dependencies at the 99% level is noticed between the biases and mean ERA-I variables. In these 

cases, we use the mean systematic bias value over all the moorings as a spatially homogeneous bias 

correction. For air temperature, there is a clear dependency, which is significant at 99% confidence 

level.  ERA-I shows larger negative bias at higher air temperatures and this trend becomes less 

evident at lower air temperatures. We therefore apply the following corrections to the original air 

temperature  

 bT(x,y) = -0.07 x (Ta-22.6) for  22.6°C < Ta <  28°C 

 bT(x,y) = 0 for  Ta <  22.6°C 

 bT(x,y) = 0.4 for  Ta > 28°C  
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where bT is the systematic bias correction and Ta the climatological ERA-I value. We use thresholds 

in order to avoid extrapolation of the corrections outside of the range that is well constrained by 

observations. We use this relation to derive a spatially variable bias correction from the 

climatological ERA-I temperature. 

We did not find any statistically significant relation between the standard deviation ratio of 

ERA-I to observations and mean ERA-I values. A spatially uniform amplitude correction was hence 

applied to all variables on the basis of the ratio of the standard deviation of 5-day smoothed TAO 

data to 5-day smoothed ERA-I data. Note that a similar approach with un-smoothed data gives 

slightly larger amplitude corrections, and results in slightly degraded heat fluxes in comparison to 

mooring data. A possible reason for this may be an underestimation of high frequency variability (< 

5 days) in the ERA-I re-analysis basic variables. 

Our input data for computing heat fluxes are based on daily averaged data, over a 0.75° 

horizontal grid. This spatial and temporal averaging underestimates wind mesoscale variability, and 

will hence miss some of the flux variability. A classical approach to parameterize this is to apply a 

“gustiness” correction to the wind, in order to account for meso-scale flux enhancement. Various 

studies put forward different parameterization schemes for this gustiness correction (Zeng et al. 

2002; Redelsperger et al. 2000). Making use of the high frequency hourly wind speed data available 

at the mooring locations, Cronin et al (2006) derived values for the gustiness correction based on the 

wind differences between daily and average high resolution wind data for each TPR mooring, which 

is used in the TPR turbulent flux calculation.  Figure 5 shows the scatter plot of Cronin et al (2006) 

climatological gustiness values used against mean ERA-I SST values.  There is a clear dependency 

of the gustiness to climatological SST (correlation of 0.8, significant at the 99% level) that can be 

approximated by the following formulae: 

 Δwa = 0.18 (SST – 18.1) for 23.7°C < SST < 29.8°C 

 Δwa = 1 for SST < 23.7°C 

  Δwa = 2.1 for SST > 29.8°C 

where Δwa is the climatological gustiness correction and SST is the long term average ERA-I sea 

surface temperature value. The use of a minimum 1 m s-1 value for gustiness is motivated by the fact 

that Figure 3 of Zeng et al. (2002) never find any smaller value. The dependency of gustiness to SST 

reflects the more frequent occurrence of convective mesoscale systems at higher temperatures (e.g., 

Esbensen and McPhaden, 1996). We use this relation to derive a spatially variable gustiness wind 

correction from the climatological ERA-I SST. 
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c. Evaluation of the error correction strategy 

By construction, the bias correction strategy above is improving the agreement between 

TropFlux and TPR data. In order to check that the correction strategy works at other locations than 

those of the TAO mooring, we show here comparisons to I-COADS monthly data. We masked data 

at all TPR mooring locations, thus effectively retaining ship and drifting buoy observations.  

Comparisons with these data will help to know how various sources of meteorological variables 

reproduce the variability at lower frequency time scales (higher than monthly scales.) 

All products for all variables have very comparable correlations (not shown), suggesting that at 

lower frequencies (monthly and longer timescales) all products tend to capture the variability in a 

comparable way.  Figure 6 shows the root mean square difference of various products for various 

meteorological variables against ICOADS observations. First, it can be seen that our correction 

strategy results in a smaller rms-difference to ICOADS observations for TropFlux than for ERA-

interim. Our approach is hence successful in reducing the ERA-interim meteorological variables 

error at all locations, and not only at the TPR sites. OAFlux and TropFlux generally display the 

smallest rms-difference to ICOADs data, although the differences with other datasets remain 

relatively modest for SST, Ta and Qa. The TropFlux product however displays the best agreement to 

I-COADS monthly data in term of wind speed. 

Another limit of our correction strategy (for both bias and variability amplitude) is that, except 

for sea surface temperature, a uniform bias correction was applied on the basis of comparison with 

TPR data. A uniform amplitude variability correction was also applied for all variables. Re-analysis 

estimates however possess spatially variable biases: e.g., Jiang et al. (2005) showed using two year 

TAO measurements that NCEP specific humidity Qa tends to be too dry in the east and too wet in the 

west of Pacific. Repeating evaluation against ICOADS and TPR observations separately for the 

eastern Pacific, western Pacific, eastern Atlantic, western Atlantic and Indian Ocean (not shown) 

however shows that our correction improves the agreement with observations for all these regions.  

4. TropFlux: a new near real time daily heat flux product for the 
Global Tropical Oceans. 

In this section, we first evaluate NCEP, NCEP2, ERA-I, OAFlux and turbulent fluxes resulting 

from the correction strategy of section 3. We then evaluate existing radiative fluxes and describe our 

strategy for TropFlux radiative fluxes. Finally, we evaluate the resulting net heat fluxes from all the 

products against TPR observations. 
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a. Turbulent Flux  

Figure 7 summarizes the evaluation of various turbulent flux products against TPR fluxes. 

Generally, the variability in latent heat flux is better reproduced than in sensible heat flux with higher 

correlation for the former in all products. The quality of latent and sensible heat fluxes reflect the 

quality of surface parameters discussed in section 3a. NCEP re-analyses have the worst performance 

(correlation of ~0.65 for latent and ~0.3 for sensible heat flux). NCEP2 has a large systematic error 

in heat flux (dry boundary layer resulting in a ~25 W m-2 overestimation of latent heat flux) while 

error compensation (dry boundary layer but weak wind) results in a weak bias in NCEP. OAFlux 

compares well with TPR moorings with quite high correlation and weak bias, but it tends to 

underestimate the observed variability.  

The relatively high quality of ERA-I input parameters results in a realistic variability of ERA-I 

turbulent fluxes (correlation ~ 0.6 for sensible and ~ 0.8 for latent heat flux), but the strong biases in 

air temperature and humidity discussed earlier results in strong biases in turbulent fluxes (latent heat 

fluxes are overestimated by ~ 17 W m-2 and sensible fluxes by ~3 W m-2). Applying the corrections 

described in the previous section to ERA-I parameters results in improved TropFlux turbulent flux 

variability (clearest for the sensible component) and a clear decrease of mean systematic bias. In 

general, OAFlux and TropFlux agree best with TPR data (with slightly larger biases for TropFlux 

LHF). 

b. Surface Net Longwave Radiation (LWR) 

In this section, we evaluate the net surface longwave radiation from NCEP, NCEP2, ERA-I, 

ISCCP and those estimated from the Clark et al. (1974) formula against TPR observations. Based on 

this, we will propose a strategy to derive a timely, high quality net surface longwave radiation for 

TropFlux. 

The two NCEP re-analyses do not reproduce observed LWR well, with ~0.3 to 0.4 correlation 

and ~ 5 W m-2 systematic biases (Figure 8). The Clark et al. (1974) formula results in a reduced 

systematic bias (Figure 8d) but does not improve correlations to observed values (~0.4) and strongly 

underestimates amplitude of variability (about 65% of observed standard deviation). ISCCP 

estimates of net surface longwave radiation are better, with correlation higher than 0.6 and low bias, 

but they suffer from strongly overestimated variability and high rms-difference with observations. 

ERA-I LWR has the highest correlation (close to 0.7) and lowest rms-difference from observations, 

but underestimates the amplitude of the variability (~80% of that observed) with a ~5 W m-2 

systematic bias. This overestimated upward longwave radiation flux may be related to the dry 

boundary layer (i.e. a weaker greenhouse effect in the near surface layer). 
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Since ERA-I LWR is a timely product and compares well with observations in terms of 

correlation, we applied the method described in section 3b to correct it for the mean systematic bias 

and reduced variance. Since there is no statistically significant relation between ERA-I LWR 

systematic bias and mean ERA-I values, we applied a constant bias correction of 4.6 W m-2 and a 

multiplicative coefficient aLWR of 1.31 (=1/0.76) to the ERA-I LWR data. The resulting TropFlux net 

LWR corrects the two main issues of ERA-I (with very weak systematic bias and a variance close to 

TPR observations.  

c.  Surface Net Shortwave Radiation (SWR) 

In this section, we evaluate the net surface shortwave radiation from NCEP, NCEP2, ERA-I 

and ISCCP, and propose a strategy to derive a timely net surface shortwave radiation for TropFlux. 

As for LWR, the two NCEP re-analyses SWRs have serious issues with low correlation (~0.4), 

highest rms-difference (40 W m-2 or more) and strong systematic bias. ERA-I performs better than 

the two NCEP re-analyses but does not reproduce the observed variability as well as ISCCP 

(correlation of 0.7 against more than 0.85 for ISCCP). The correction approach described in 3b does 

not improve the correlation with observations, but is efficient in correcting the systematic bias and 

variance underestimate as in the ISCCP product. Our strategy is hence to use ISCCP data to estimate 

net surface SWR. Since the ISCCP SWR product is currently available only until 2007, we will 

describe in section 4d our strategy to extend ISCCP data to near-realtime to obtain a timely surface 

flux product.  

We found a statistically significant relation between the record-mean ISCCP SWR and its 

bias at mooring locations (Figure 9).  ISCCP SWR tends to be overestimated at lower mean-record 

values (e.g. by ~18 W m-2 for a climatological SWR of ~200 W m-2). We therefore apply the 

following corrections to the original ISCCP SWR:  

 bSWR(x,y) = 0.19 x (SWR – 295.4) for  200W m-2 < SWR < 295.4W m-2 

 bSWR(x,y) = 0 for  SWR > 295.4W m-2 

 bSWR(x,y) = -18.4 for  SWR < 200W m-2 

where bSWR is the systematic bias correction and SWR the climatological ISCCP value. We use this 

relation to derive a spatially variable bias correction from the climatological ISCCP SWR. 

There is no clear dependency of the ratio of standard deviation of ISCCP SWR with its mean 

values. We hence applied a constant variability correction aSWR of 1.11 to the ISCCP anomalies.  The 

corrected TropFlux SWR has by construction identical correlation values to ISCCP, but the 
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systematic error has been reduced from ~12 W m-2 to near zero and the rms difference is now lowest 

amongst all products (Figure 8). 

d.  Surface Net Shortwave Radiation (SWR) -Near Real Time 

One issue in selecting ISCCP SWR product is that it is not a timely product (available only up 

to 2007 at the time of writing). This also restricts the timeliness of OAFlux since OAFlux relies on 

ISCCP for radiative fluxes. Since we want to obtain a timely estimate of the net heat flux, we 

provide an option to extend the ISCCP-corrected SWR to near real time as described below. 

A better alternative than simply use corrected ERA-I SWR data to fill the time series relies in 

using OLR for SWR reconstruction (Shinoda et al. 1998; Sengupta et al. 2001). Shinoda et al (1998) 

obtained directly an estimate of SWR linearly from OLR (as SWR=0.93*OLR-1.03). This empirical 

relationship was modified by Sengupta et al (2001a,b) in order to adjust the problems in Shinoda’s 

method in off-equatorial warm pool regions. (SWR=SWRERBE+0.93*OLRA, where SWRERBE is the 

climatological surface net insolation from Earth Radiation Budget Experiment and OLRa is daily 

OLR anomaly). There is indeed a very good agreement of daily OLR interannual anomalies with 

SWR interannual anomalies from ISCCP (Figure 10). This agreement is, however, limited to warmer 

waters, with a correlation exceeding 0.7 above climatological SST of ~27°C. This good relationship 

reflects the fact that surface SWR is largely controlled by deep atmospheric convection over warmer 

water (of which OLR is a good indicator). On the other hand, low-level clouds play a strong role in 

modulating near-surface shortwave radiation over colder water (Cronin et al, 2006). Despite the good 

phase agreement described above, there is an underestimation of the amplitude of OLR anomalies 

with respect to mooring SWR anomalies (about 75% of observed standard deviation).  

We followed a slightly different approach from Sengupta’s method to calculate timely SWR: 

SWR=SWRTropFlux +1.32*OLRa where SWRTropFlux is the TropFlux SWR daily mean seasonal cycle 

as described above (i.e. ISCCP mean seasonal cycle with both systematic bias and amplitude 

correction applied as described above) and OLRa are the OLR daily interannual anomalies.  Here, we 

applied a constant variability correction since we didn’t find any statistically significant relationship 

between ratio of standard deviation of OLR and SWR anomalies against mean TropFlux SWR 

values. In the following sections, we will refer to the OLR-derived TropFlux SWR as “NRT” (for 

near real-time) and to the ISCCP- derived TropFlux SWR as “DT” (for delayed time). 

Figure 8 shows the evaluation statistics of the TropFlux NRT SWR (here computed over 2000-

2007 period). While it does not perform as well as the more elaborate ISCCP SWR estimate, this 

timely estimate performs better than any other re-analysis products (correlation of ~0.79, with 

reasonable amplitude and weak systematic bias). The NRT TropFlux SWR performs almost as well 
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as ISCCP or TropFlux over warm water (Table 4), as expected from Figure 10. Table 4 shows that, 

although it does not perform well over colder waters, the NRT SWR still clearly outperforms the re-

analyses (NCEP, NCEP2 and ERA-I; see Table 4). Figure 11 further illustrates this by showing the 

correlation of TropFlux NRT SWR to mooring data, compared to ERA-I (the best of the re-analyses 

analyzed here, the others are not shown). Whereas TropFlux NRT SWR suffers from the same 

drawbacks than most re-analyses (which performs poorly over upwelling regions), it display better 

correlation with mooring data at almost all sites. Other statistics (rms-error, bias, standard deviation 

ratio: not shown) confirm that the TropFlux NRT SWR is better than any re-analysis product at 

almost all mooring sites. 

At the time of writing, the TropFlux “delayed mode” (DM) SWR estimates are available until 

the end of 2007. The TropFlux timely SWR dataset based on OLR anomalies hence provides a viable 

option for extending the delayed mode TropFlux SWR data to near realtime. 

e.  Net flux  

In this section, we will evaluate the net surface heat flux from various sources against TPR net 

fluxes. The average net flux evaluation statistics for all mooring locations within 30°N -30°S band, 

where net heat fluxes are available over the period 2000-2007 are summarized in figure 12. As 

expected, the NCEP and NCEP2 re-analyses show the worst performance with correlation of ~ 0.5 

and rms-difference of more than 50 W m-2 to observations. In addition, both NCEP products suffer 

from a negative systematic bias (the ocean looses too much heat). As far as surface heat fluxes are 

concerned, NCEP2 is worse than NCEP with stronger bias and overestimated flux variability 

amplitude. 

The ERA-I re-analysis performs considerably better than NCEP re-analyses with correlation of 

~ 0.75 and rms-difference of ~ 40 W m-2 compared to observations, but it still displays a non-

negligible -15 W m-2 systematic bias. The OAFlux/ISCCP net heat fluxes are of very good quality 

with correlation of ~ 0.82 and rms-difference of ~33 W m-2 compared to observations, but it still also 

displays a non-negligible +15 W m-2 systematic bias. The TropFlux product achieves a better 

comparison with observations (correlation of 0.85, systematic bias of ~ -2 W m-2 and rms-difference 

of 27 W m-2), although the clearest improvement compared to OAFlux is in terms of the systematic 

bias.  

As we pointed out in the introduction, actual estimates of LWR are not available at a lot of 

mooring sites. In order for our evaluation statistics to be more representative, we also tried to use a 

common LWR estimate (TropFlux LWR) for all products in the evaluation. When doing so, overall 

statistics that are obtained are not strikingly different from Figure 12, suggesting that, although based 
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on a limited number of samples, this figure is quite representative of the quality whole dataset. Table 

5 shows the statistics separately for each ocean, and shows an equivalent level of performance in all 

three tropical oceans (with maybe more systematic bias in the Indian Ocean). The statistics have 

been presented in this paper for 5-day smoothed values, but the correlation with net heat flux 

“observations” from the TPR array remain very high (0.8) for daily values, suggesting a quite high 

level of consistency with TPR data for the TropFlux product. 

5.  Comparison between flux products  

In this section, we will first provide a validation of the flux products considered in this paper 

(NCEP, NCEP2, ERA-I, OAFlux, TropFlux) to independent mooring data.  Then we will show how 

these products are capturing El-Niño interannual variations in the Pacific and Madden Julian 

Oscillation (MJO) intraseasonal variations in the Indian Ocean. 

a.  Validation 

As pointed out earlier, TPR observations do not provide an independent validation of various 

flux products because; (1) they are assimilated in various re-analysis and (2) TPR observations are 

used for deriving the ad-hoc corrections used in TropFlux data sets.  In this section, we will compare 

the shortwave, latent and net fluxes from NCEP/NCAR, NCEP2, ERA-I, OAFlux/ISCCP and 

TropFlux with observations from five flux mooring sites described in section 3b. These data were 

withheld from operational data streams specifically for validation purposes, and were not used when 

deriving TropFlux corrections. The validation statistics provided in figure 13 are for daily values. 

We provide validation for the two most variable components of the net flux in the tropics (latent and 

shortwave), and for the net flux. 

At all locations, the NCEP2 product display lowest correlation to independent LHF estimates 

(0.65 to 0.75), and almost always one of the strongest biases. NCEP LHF correlation is better, and 

almost equivalent to other products, but NCEP also displays one of the strongest biases at all 

locations. ERA-I is the re-analysis that generally displays the highest correlation with independent 

mooring LHF data, but it also suffers from significant bias at all locations. In general, the OAFlux 

and TropFlux products both exhibit some of the highest correlation to the validation dataset, and the 

least bias (the WHOTS site being the only one where TropFlux only ranks third in term of bias).  

In terms of SWR, this comparison to independent data also seems to confirm conclusions 

drawn from the comparison to TPR data. First, re-analysis products in general perform poorly at 

reproducing observed daily SWR variations. Even our simple NRT SWR estimate performs 

generally better than re-analysis products, even above cold water (e.g. the Stratus site). The ISCCP 
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product (used in both OAFlux and TropFlux) consistently shows the best agreement to observed 

variability. In terms of bias, every product exhibit significant biases at given locations, except maybe 

ISCCP that consistently shows lower bias at all locations. 

The resulting performance in terms of net heat flux also confirms result inferred from the 

comparison to TPR “dependent” data. NCEP and NCEP2 have issues, with both lowest correlations 

to independent net heat flux data and some of the strongest biases (despite some error compensations 

diminishing NCEP2 biases). ERA-I has generally quite a good correlation to observed data, but also 

suffers from comparatively strong biases at several sites. The TropFlux and OAFlux products both 

benefit from the highest correlation and comparatively smaller biases at all locations (except, maybe, 

in low level clouds regions where the TropFlux product suffers from systematic bias). Comparison of 

our near real time SWR and net fluxes also indicates that we are able to provide a near real time 

extension of the net fluxes without compromising much the quality of the data.  This is really an 

advantage over OAFlux/ISCCP, since net flux from OAFlux/ISCCP is available only until 2007. 

b.  Flux variability 

We will now illustrate the capacity of the TropFlux product to capture climate variations in the 

tropical regions by illustrating the surface flux signature of two widely studied phenomena: the 

Madden-Julian Oscillation (MJO) and El Niño. This will also allow us to illustrate the properties of 

various products over two contrasted regions: the Indian Ocean Warm pool and the eastern Pacific 

cold tongue. 

One of the regions of strongest SST response to the Madden-Julian Oscillation in Boreal winter 

is the 60°-90°E, 5°-10°S region (Duvel and Vialard, 2007). Observations (Vialard et al. 2008) and 

modeling studies (Jayakumar et al. 2011) both suggest that net heat flux forcing is the largest 

contributor to the SST response in this region. How do the various heat flux products reproduce the 

net heat flux perturbations associated with the MJO in this region? Figure 14 show the average OLR 

(a good indicator of the local activity of the MJO), raw and 30-90 day filtered net heat fluxes in this 

region. There are particularly strong deep atmospheric convection perturbations in early 1999, 2000, 

2001 and 2002 (figure 15a), which resulted in strong SST signature as reported in Vialard et al. 

(2009) and Duvel and Vialard (2007). There are rather strong mean heat flux differences between all 

products, with NCEP and NCEP2 on one end (lowest net heat flux into the ocean), OAFlux and 

TropFlux on the other end (strongest heat flux into the ocean), and ERA-I in the middle. There is 

however a striking similarity in the variability of all products at the intraseasonal timescale (Figure 

14c), which shows an excellent, phase agreement between all products, and a good amplitude 
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agreement (only NCEP2 seems to clearly overestimate the MJO surface flux signature in this 

region). 

Surface heat fluxes are known to be an important negative feedback to El Niño development in 

the cold tongue of the eastern Pacific (e.g. Wang and McPhaden, 2000; Vialard et al. 2001). Figure 

15 shows the average SST anomaly (panel a), net heat fluxes (panel b) and heat fluxes interannual 

anomaly (panel c) over the Niño3 region (90°W-150°W, 5°S-5°N). There are even larger mean net 

heat flux differences over the cold tongue than the Indian Ocean warm pool. In addition to these 

differences, there are also very clear differences in seasonal cycle, with a tendency of the three re-

analysis products to have smaller amplitude seasonal cycle with a pronounced semi-annual 

component (Cronin et al. 2006). Finally, though most products display a negative feedback of 

surface fluxes on El Niño (see the negative correlation between figure 15a and 15c), there are 

marked differences in the details of the variability of each product (see for example the spread in the 

net surface flux anomalies during the 1997-98 El Niño event). Even the two “best” products (on the 

basis of the evaluation made in this paper) OAFlux and TropFlux show non-negligible differences 

over this period (e.g. TropFlux has a standard deviation of 9 Wm-2 against 13 Wm-2 for OAFlux / 

ISCCP). 

In summary, the various heat flux products evaluated in this paper seem to provide a quite 

consistent estimate of intraseasonal air-sea flux perturbations associated with the MJO in the Indian 

Ocean, but do exhibit clear mean state, seasonal cycle and interannual variability differences over the 

cold tongue in the eastern Pacific. 

5. Summary and Discussion 

a. Summary 

The purpose of this paper is to evaluate several timely, daily air-sea flux products (NCEP, 

NCEP2, ERA-I and OAFlux/ISCCP) against observational estimates. We have also developed a new 

air-sea flux product, named TropFlux, for the global tropical oceans. This product is derived from 

ERA-I surface meteorological variables and longwave radiation, ISCCP shortwave radiation and 

NOAA OLR. TropFlux consists of all the four components of net heat flux and corrected near 

surface parameters like air temperature and air humidity at 2m heights, 10m-wind speed and Sea 

Surface Temperature (SST).  TropFlux is available at a daily resolution on a 1° x 1° within 30°S-

30°N via Internet at [the http address will be confirmed when the paper gets accepted]. TropFlux is 

available from 1989 to about 4 months behind the present, and will be updated on a monthly basis. 
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Evaluation of basic variables used as input for bulk turbulent flux estimates (sea surface 

temperature, air temperature and humidity at 2m height and wind at 10m height) reveals that the 

recently released ERA-Interim analysis product generally captures best the temporal variability (with 

correlations above 0.85 with TPR mooring data) despite strong systematic biases in surface 

temperature and humidity and an underestimation of variance. OAFlux also performs well in 

reproducing these parameters (correlation above 0.75 with weak systematic biases). On the other 

hand, both NCEP analyses have lower correlations and strong systematic biases relative to TPR 

observations.  

The biases in individual components of the turbulent fluxes reflect those of the input 

parameters with ERA-I having good fidelity but strong systematic biases, OAFlux performing well, 

and both NCEP analyses performing worst. The longwave radiation data from all sources have low 

correlations with mooring observations (0.3 to 0.6) with ISCCP and ERA-I performing best. 

Shortwave radiation from the various re-analyses (correlations of 0.3 to 0.7) is generally inferior to 

those from ISCCP (which is correlated at ~0.85 with the observations). 

We use mooring data to correct the systematic bias and amplitude of ERA-I input variables to 

compute TropFlux turbulent fluxes using the COARE v3.0 algorithm. Wind speed is also corrected 

to take mesoscale wind gustiness into account, based on the linear fit between climatological SST 

and gustiness values estimated from mooring data. Table 3 shows a summary of the corrections 

applied to each flux component. These corrections reduce considerably the systematic biases of 

ERA-I and result in turbulent fluxes of equivalent (or slightly better) quality than OAFlux when 

compared with TPR observations.  

We use bias and amplitude corrected ERA-I surface net longwave radiation. Surface net 

shortwave radiation is based on ISCCP, with an amplitude and bias correction. The timeliness of the 

TropFlux product being limited by the availability of ISCCP SWR products, we extend the time 

series by using a “near real-time” SWR estimated from outgoing longwave radiation non-seasonal 

anomalies. The near realtime mode shortwave data performs well over convective regions but 

underestimates variability over the cold tongue. This “near real-time” estimate is however better than 

other reanalysis options, even over cold water. This near real-time data is used to complete the DT 

SWR time-series (i.e. from January 2008 to the end of 2009 at the time of writing). 

The corrections applied for deriving TropFlux data were constructed solely on the basis of TPR 

data. It is hence important to check that they did improve the fit to observations away from TPR 

mooring locations. Comparison with monthly ICOADS observations at distinct locations than those 

of the TPR mooring array shows that our correction approach reduces rms-error for all input 
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parameters over the whole 30°N-30°S band. In addition, TropFlux and OAFlux display the smallest 

rms-errors to monthly ICOADS data amongst all datasets. 

We have also compared all daily fluxes to fully independent daily flux data at 5 sites, sampling 

different climatic regimes. This independent validation seems to confirm inferences made from 

comparison with (dependent) TPR data. NCEP and NCEP2 exhibit both systematic biases and 

generally lower correlation to observations. While ERA-I generally displays a better temporal 

variability, but suffers from systematic biases. The best products are OAFlux/ISCCP and TropFlux, 

with correlations to TPR and independent flux estimates above 0.8 and systematic bias lower than 15 

Wm-2). 

The various heat flux products evaluated in this paper seem to provide a quite consistent 

estimate of intraseasonal air-sea flux perturbations associated with the MJO in the Indian Ocean, but 

do exhibit clear mean state, seasonal cycle and interannual variability differences over the cold 

tongue in the eastern Pacific. 

b. Discussion 

The evaluations with TPR observations that we provide in this paper are not actual error 

estimates. First, they are comparisons relative to TPR data, which themselves suffers from 

observational errors. Second, the COARE algorithm only provides an indirect estimate of the air-sea 

fluxes, unlike more direct turbulent flux measurements. The target uncertainty for net heat flux daily 

estimates accuracy from the COARE v3.0 algorithm is 10 W m-2. If one assumes that the COARE 

algorithm error and the one of our algorithm are independent, this results in a negligible increase of 

the rms-error estimates in Table 5 (from ~45 W m-2 to 46 W m-2). The estimates in Table 5 are hence 

probably reasonable estimates of the accuracy of the products. Errors are hence dominated by input 

data (i.e., re-analysis) errors and by meso-scale variability (i.e. the fact that one compares a point 

estimate with an average over a ~100km per 100 km grid cell).  

Our strategy for correcting the amplitude of input parameter variations relies on the 

assumption that the amplitude mismatch is the same at all timescales. In practice, it is quite likely 

that re-analysis products tend to be less accurate for high frequency variability (each “event” being 

constrained by only a few observations) than for low-frequency variability. A detailed analysis of the 

near-surface specific humidity and winds for example show that, although our method reduces 

mismatches in amplitude with TPR observations globally, it can locally result in slightly 

overestimated amplitude of the seasonal cycle (e.g. in the eastern Pacific). 

This study provides a useful complement to the OAFlux dataset. Since OAFlux does not use 

ERA-I in its objective analysis and TropFlux is mainly developed from ERA-I, OAFlux and 
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TropFlux are partially independent. TropFlux hence provides partially independent daily air-sea 

fluxes available over a long period (since 1989 as against 1985 for OAFlux). This is clearly a 

necessity when considering the large discrepancies amongst even those two (TropFlux and OAFlux) 

products when it comes to, e.g., the mean seasonal cycle and interannual variability over the eastern 

Pacific cold tongue. Second, although the near real-time radiative flux option that we provide is not 

as good as ISCCP estimates, it provides a reasonable option for getting near-real time estimates 

across the global tropics. We provide both the corrected ISCCP shortwave (1989-2007), near real 

time-estimates (since 1989) and merged estimates (corrected ISCCP shortwave for the entire period 

over which it is available, and then near real-time estimates with a smooth 90-day linear transition 

between the two). 

As a final note, we should stress the utmost importance of maintaining long-term time series 

of truly independent air-sea fluxes estimates at a few sample climatologically relevant sites. Only 

this type of fully independent data (withheld from meteorological centres data stream) can help to 

ensure the quality of available air-sea flux products. 
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Data Product Start date Resolution End date 

NCEP/NCAR 01-01-1948 4 x daily Near Real time 

NCEP2 01-01-1979 4 x daily Updated once per year 

ERA-Interim 01-01-1989 4 x daily 3-4 months behind realtime 

ERA-40 01-09-1957 4 x daily 31-08-2002 

OAFlux (turbulent fluxes) 

ISCCP (radiative fluxes) 

01-01-1985  

01-07-1983 

Daily 

Daily 

Updated twice per year 

31-12-2007 

J-OFURO 01-01-1988 Daily 31-12-2006 

HOAPS 3@ 09-07-1987 2 x daily 31-12-2005 

Table 1: List of major daily net heat flux dataset available for tropical regions.  

 

 

Experiment Location Deployment period 

Arabian Sea 

Experiment 

15.3°N, 61.3°E October 1994 to October 1995 

COARE 1.45°S, 156°E October 21, 1992 to March 4, 

1993 

Subduction 

experiment 

Central buoy (25.5°N, 29°W); 

Southwestern buoy (18°N, 34°W) 

Southeastern buoy (18°N, 34°W) 

June 1991 to June 1993 

Stratus * 20°S, 85°W Since October 2000 

WHOTS * 22.4°5 N, 158°W Since August 2004 

Table2:  list of flux estimates used for independent evaluation of various flux products. 

* Validation is done with these data until 2007 in order to include a comparable comparison of 

OAFlux/ISCCP fluxes with other sources of datasets.  
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 Data 
source 

Bias correction Amplitude 
correction 

Additional remarks 

SST ERA-I Constant = 0.05 Constant = 
1/0.98 

 

 

 

 

Wind 

 

 

 

ERA-I 

 

 

 

Constant = 0.28 

 

 

 

Constant = 
1/0.90 

Gustiness correction 
estimated from 

climatological SST 

Δwa = 0.18 (SST – 
18.1) for 23.7 < SST 
< 29.8 

Δwa = 1 for SST < 
23.7 

Δwa = 2.1 for SST > 
29.8 

 

Ta 

 

ERA-I 

Variable equation 

bT(x,y)= -0.07 x (Ta-22.6) for  
22.6°C < Ta <  28°C 

bT(x,y)= 0 for  Ta <  2.6°C 

bT(x,y)= 0.4 for  Ta > 28°C 

 

Constant = 
1/0.92 

 

Qa ERA-I Constant = 0.79 Constant = 
1/0.92 

 

LWRnet ERA-I Constant  = -4.62 Constant = 
1/0.76 

 

 

 

SWRnet 
(DT) 

 

 

ISCCP 

Mean seasonal cycle corrected from 
equation  

bSWR(x,y) = 0.19 x (SWR – 295.4) 

for  200W.m-2 < SWR <295.4W.m-2 

bSWR(x,y) = 0 for  SWR > 
295.4W.m-2 

bSWR(x,y) = -18.4 for  SWR 
< 200W.m-2 

 

 

Constant = 
1/0.90 

 

 

SWRnet 
(RT) 

ISCCP Seasonal cycle as above As above Provided to complete 
the net heat flux time 
series beyond the end 

of ISCCP radiative 
fluxes until near 

realtime. 

NOAA 

OLR 

Interannual anomaly from OLRA Constant = 

1/0.76 on OLRa 

Table 3. Summary of methods to estimate the TropFlux product 
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Location SWR Source Correlation bias Std ratio rmsd 

 

 

 

 

SST > 27°C 

NCEP/NCAR 0.50 -12.91 0.56 40.22 

NCEP2 0.41 -16.37 1.11 52.34 

ERA-I 0.76 1.43 0.85 26.68 

ISCCP 0.86 13.07 0.90 24.09 

TropFlux 0.86 -1.54 1.00 21.31 

TropFlux_NRT 0.81 -0.94 0.94 24.42 

 

 

 

SST < 27°C 

NCEP/NCAR 0.43 -14.36 0.89 40.36 

NCEP2 0.38 -31.05 1.43 57.85 

ERA-I 0.64 7.76 0.85 26.42 

ISCCP 0.83 10.80 0.91 20.23 

TropFlux 0.83 0.24 1.01 18.34 

TropFlux_NRT 0.73 1.52 0.87 21.88 

Table 4:  showing the evaluation of net surface SWR from different sources against TPR 
observations over 2000-2007 period for climatological TPR SST above 27°C and SST below 27°C.  
The statistics shown are for 5 day averaged data. 

 

 

 Cor Bias Std ratio rmsd 

Global (daily)  0.80 1.48 0.95 44.66 

Global 0.85 1.48 1.02 30.68 

Indian Ocean 0.87 -11.23 1.1 34.58 

Pacific Ocean 0.84 5.04 0.99 30.23 

Atlantic Ocean 0.85 3.63 1.01 28.73 

Table 5:  Table showing the evaluation statistics of TropFlux net heat flux against high quality TPR 
(quality flag 1 and 2) observations over the 1989-2009 period.  A common LWR product (TropFlux 
LWR) is used for calculating TPR and TropFlux net heat flux.  The numbers in this table represent 
the validation of the 5-day smoothed data, except the first line, which gives the statistics for daily 
products. 
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Figure 1. Total length (in years) of valid (quality flag 1 or 2) flux measurements from 2000 to 2009 
at TAO/PIRATA/RAMA sites for a) turbulent flux estimates (SST, Ta, qa and wind must be 
available with best or standard quality flags); b) Shortwave radiation and c) Longwave radiation. 
Only locations with more than 180 days of high quality observations are shown here.  Purple 
asterisks on panel c indicate independent validation sites, for future reference. 
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 Figure 2.  Number of high quality (quality flag 1 and 2) observations available for flux estimates 
from the TPR array.  The black line shows the number of turbulent heat flux estimates, the red line 
the number of shortwave radiation estimates, and the blue line the number of longwave radiation 
estimates. 
 
 
 

 
Figure 3: Evaluation statistics for Sea Surface Temperature (SST), Air Temperature (Ta), Specific 
Humidity (qa) and Wind Speed (wa) of the different products evaluated in this paper against tropical 
global mooring array data over the 2000-2009 period: (a) Correlation, (b) rms-difference, (c) ratio of 
standard deviation of the product to that of the mooring and (d) mean bias. All time series are 
subjected to 5 day smoothing before doing the statistics. The statistics are computed individually for 
each mooring, and we show the average of all individual moorings here. Various products are shown 
in different colors: blue for NCEP/NCAR, red for NCEP2, yellow for ERA-I, green for OAFlux and 
violet for TMI and Qscat. 
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Figure 4:  Scatter diagrams showing mean ERA-I values against ERA-I biases at TPR locations over the 
period 2000-2009 for (a) SST, (b) air temperature at 2m height, (c) specific humidity at 2m height and (d) 
wind speed at 10m heights.  The slope of a linear fit and its confidence level are given on each graph.  

 

Figure 5: Linear fit between climatological TPR gustiness values from Cronin et al. (2006) against 
Climatological ERA-I SST.  The linear fit is significant at 99% confidence level. 
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Figure 6:  Bar diagrams-showing the root mean square difference of monthly ICOADS basic 
variables with other products over 1989-2009 periods. NCEP/NCAR is shown in blue, NCEP2 in 
red, ERA-I in yellow, OAFlux in green and TropFlux in purple (SST and Ta in °C, wind in ms-1, 
humidity in kg/kg). 

 

 

Figure 7:  Bar diagrams-showing evaluations of 5-day average turbulent fluxes for the 2000-2009 
period. NCEP/NCAR is shown in blue, NCEP2 in red, ERA-I in yellow, OAFlux in green and 
TropFlux in purple. 
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Figure 8:  Bar diagrams-showing evaluation of 5-day average radiative fluxes for the 2000-2007 
period. NCEP/NCAR is shown in blue, NCEP2 in red, ERA-I in yellow, ISCCP in green and 
TropFlux in purple. The orange bar shows the near-realtime reconstruction of SWR from OLR data 
and LWR from the Clark empirical formula. 

 

 

Figure 9:  Scatter diagram of ISCCP SWR mean bias as a function of ISCCP long-term SWR. The 
linear fit is significant at 99% confidence level. 
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Figure 10: Correlation of OLR interannual anomalies with ISCCP SWR interannual anomalies. The 
contours show the climatological 25°C and 27°C isotherms. 

 

 

 

Figure 11: Correlation of shortwave radiation estimates with mooring measurements. The top panel 
shows correlation for the TropFlux NRT shortwave radiation while the bottom panel shows the same 
statistic for ERA-I shortwave radiation. The NCEP and NCEP2 re-analyses perform less well than 
ERA-I and are not shown. The statistics are based on 5-day smoothed data. 
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Figure 12:  Bar diagrams showing evaluation of net flux over 2000-2007 periods. All time series are 
subjected to 5 day smoothing before doing the statistics. Here blue color denotes NCEP/NCAR, red 
denotes NCEP2, yellow denotes ERA-I, green denotes OAFlux/ISCCP, purple denotes TropFlux and 
orange denotes TropFlux_NRT. 
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Figure 13:  Bar diagrams showing validation of Latent Heat Flux (LHF), Shortwave Radiation 
(SWR) and net flux from different sources against that from five mooring locations. All the statistics 
shown are for daily values. Here blue color denotes NCEP/NCAR, red denotes NCEP2, yellow 
denotes ERA-I, green denotes OAFlux/ISCCP, purple denotes TropFlux and orange denotes 
TropFlux_NRT. 
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Figure 14: Time series of (a) Outgoing Longwave Radiation, (b) Net Heat Flux from different 

sources, and (c) 30-90 day filtered net heat fluxes, averaged over the thermocline ridge in the Indian 

Ocean (50°E-80°E and 12°S-5°S). The numbers shown in panel c are the standard deviation of the 

30-90 day filtered net heat fluxes from different sources. 
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Figure 15: Time series of (a) Nino3 SST index, (b) Net Heat Flux from different sources, and (c) 

interannual anomalies of the net heat fluxes, averaged over the Nino 3 box (90°W-150°W and 5°S-

5°N). The numbers shown in panel c are the standard deviation of the interannual net heat fluxes 

from different sources 

 


