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Abstract 
 

Sea-Surface Temperature interannual Anomalies (SSTAs) in the Thermocline Ridge of the 
south-western tropical Indian Ocean (TRIO) have several well-documented climate impacts. In this 
paper, we explore the physical processes responsible for SSTAs evolution in the TRIO region using 
a combination of observational estimates and model-derived surface layer heat budget analyses. 
Vertical oceanic processes contribute most to SSTA variance from December to June, while lateral 
advection dominates from July to November. Atmospheric fluxes are, in general, a damping term to 
SSTA generation. As a result of this phase opposition between the seasonal cycle of vertical 
processes and lateral advection, there is no obvious peak in SSTAs amplitude in boreal winter, as 
previously noted for heat content anomalies. Positive Indian Ocean Dipole (IOD) and remote 
influence of El Niño induce a comparable warming over the TRIO region, with IOD signals peaking 
earlier (November-December) than those associated with El Niño (around March-May). Mechanisms 
controlling the SSTA growth driven by these two climate modes in the TRIO region however 
strongly differ. While SSTA growth for the IOD mostly results from southward advection of warmer 
water, increased surface shortwave flux dominates the El Niño SSTA growth. In both cases, vertical 
oceanic processes do not dominate the SSTA initial growth but rather maintains the SSTA by 
opposing the effect of atmospheric negative feedbacks during the decaying phase. 
 

Keywords – thermocline ridge of the Indian Ocean, surface temperature interannual variability, 

ENSO, IOD. 
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1. Introduction 
The south-western tropical Indian Ocean is characterized by a climatologically shallow 

thermocline in the 5°S-12°S latitudinal band (Figure 1), known as the Seychelles-Chagos 
Thermocline Ridge (SCTR - Hermes and Reason. 2008; Vialard et al. 2009), Seychelles Dome 
(Yokoi et al. 2008) or Thermocline Ridge of the Indian Ocean (TRIO - Jayakumar et al. 2011). The 
TRIO is primarily maintained by wind stress curl between the southeasterly trades in the south and 
equatorial westerlies to the north (Xie et al. 2002, McCreary et al. 1993, Vialard et al. 2009). This 
shallow thermocline favours a stronger connection between subsurface variations and the surface, 
making it relatively easy for ocean dynamics to affect Sea Surface Temperature (SST) in this region 
(Xie et al. 2002). SST in Austral Summer (Figure 1) is also above the ~28.5°C threshold for deep 
atmospheric convection (Graham and Barnett, 1987). As a result, small SST variations in this region 
can induce a large atmospheric response. 

The combination of this increased reactivity of the SST and atmospheric response induces a 
potential for strong air-sea interactions on intraseasonal to interannual time scales (e.g. Vialard et al. 
2009 and references therein) in the TRIO region and a strong climatic relevance because of its 
teleconnection to other regions. For example, anomalously high heat content in the ridge region is 
associated with increased cyclonic activity near Madagascar and La Réunion (Jury et al. 1999; Xie et 
al. 2002). Anomalously warm SST in this region also induces above-average rainfall along the 
Western Ghats of India during the following monsoon (Vecchi and Harrison 2004; Izumo et al. 
2008). Atmospheric model experiments suggest that these SST anomalies force a substantial fraction 
of interannual precipitation anomalies over the west Pacific and maritime continent (Annamalai et al. 
2005) and influence the northern hemisphere extratropical circulation during boreal winter 
(Annamalai et al. 2007). These various climatic consequences are a strong incentive to better 
understand the mechanisms driving the SST variations in this region. 

At intraseasonal timescales, the Madden Julian Oscillation (MJO) is the strongest mode of 
atmospheric variability in the tropics, with clear impact on tropical rainfall (Madden and Julian. 
1974; Zhang 2005) and teleconnections to mid-latitude weather (Cassou, 2008). The MJO initially 
develops in the western Tropical Indian Ocean before propagating eastward at ~ 5 ms-1 through the 
Northwestern Australian Basin (Vialard et al. 2013).  The TRIO is one of the regions with the 
strongest SST response to the MJO in the tropics, and hence potentially a strong feedback on the 
MJO (e.g. Duvel 2012). This motivated many studies on the processes driving SST variations in this 
region (e.g. Harrison and Vecchi 2001, Saji et al. 2006, Duvel and Vialard 2007, Vialard et al. 2008). 
Recent studies (Jayakumar et al. 2011) suggest that heat fluxes at the air-sea interface generally 
dominate those SST variations, although vertical oceanic processes (entrainment, mixing and 
upwelling) can occasionally be as large. 

Several recent studies also investigated processes controlling the seasonal cycle in this region. 
Hermes and Reason (2008) and Yokoi et al. (2009) focused on the mechanisms of the thermocline 
depth seasonal cycle, and found a strong influence of both local wind forcing and wave propagations. 
Foltz et al. (2010), Halkides and Lee (2011) and Yokoi et al. (2012) focused on the mechanisms 
responsible for the SST annual cycle. Foltz et al. (2010) and Yokoi et al. (2012) found that air-sea 
fluxes drive seasonal SST changes most of the year, except during austral winter, when meridional 
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advection also contributes as a result of the strong meridional SST gradient.  They found that oceanic 
vertical processes balance the warming effects of fluxes and advection throughout the year, but with 
weaker seasonal variations than air-sea fluxes and advection. Halkides and Lee (2011) found a 
comparatively larger effect of vertical processes and smaller effect of lateral advection on the SST 
seasonal cycle. 

There is also pronounced SST variability in the TRIO region at the interannual timescale. This 
interannual variability has mainly two origins. First, the Indian Ocean Dipole is an intrinsic mode of 
variability of the Indian Ocean, arising from positive air-sea interactions (e.g. Saji et al. 1999, 
Webster et al. 1999, Murtugudde et al. 2000). Positive IOD events are associated with negative SST 
anomalies close to the coast of Sumatra, and warm anomalies in the western part of the basin, 
including the TRIO region. The El Niño-Southern Oscillation (ENSO) in the tropical Pacific also 
exerts a strong external forcing on the Indian Ocean. ENSO external forcing can in some instances 
trigger IOD events (Annamalai et al. 2003, Meyers et al. 2007; McPhaden and Nagura, 2013). But 
the most systematic remote effect of ENSO in the Indian Ocean is a basin scale warming during and 
after ENSO’s peak (Klein et al., 1999; Lau and Nath, 2000), in particular in the TRIO region (Xie et 
al. 2009). Wind anomalies associated with both positive IOD and El Niño events result in downward 
Ekman pumping in the eastern Indian Ocean (Yu et al. 2005, Rao and Behera 2005). This deepens 
the thermocline south of the equator, forcing oceanic downwelling Rossby waves that propagate to 
the TRIO region (Masumoto and Meyers 1998, Xie et al. 2002, Tozuka et al. 2010, McPhaden and 
Nagura, 2013). Because the IOD events tend to co-occur with El Niño events, it is however difficult 
to distinguish their respective impacts on the TRIO region. Heat content perturbations associated 
with El Niño Southern Oscillation (ENSO) however appear to dominate south of 10°S, while those 
associated with the IOD appear to be strongest northward (Yu et al. 2005, Currie et al. 2013). 

Despite the relatively strong climate impacts of interannual SST anomalies (hereafter, SSTA) 
in the TRIO region, there have been relatively few studies analysing the processes responsible for 
those anomalies. Tozuka et al. (2010) discussed the interannual variability of the 20°C isotherm 
depth (and hence of the heat content) in this region. They found that interannual variability of heat 
content in the TRIO region is phase locked to the seasonal cycle and strongest in austral summer 
(also see Figure 2b). They also showed that the TRIO interannual heat content variations are not only 
remotely forced through planetary waves, but also locally forced by Ekman pumping variations, 
which was seconded in a recent modelling study by Trenary and Han (2012). Xie et al. (2002) 
showed that thermocline depth anomalies are correlated at ~0.6 with SSTA in the TRIO region, 
interpreting it as the sign of a connection between the subsurface and surface through vertical 
oceanic processes. They suggested that the associated thermocline deepening in the TRIO region 
contributes significantly to the SST warming, probably through reduced cooling via vertical oceanic 
processes. Xie et al. (2009) suggested that this mechanism strongly contributes to maintaining a 
warmer Indian Ocean SST after the end of El Niño, and to prolong its regional climate impacts (the 
so-called Indian Ocean “capacitor” effect). Murtugudde et al. (2000) and Du et al. (2009) did not 
focus on the TRIO region, but showed that a combination of vertical oceanic processes and 
meridional advection contributed to the warming there in the aftermath of the 1997 IOD and El Niño. 
Santoso et al. (2010) did not focus on the TRIO region either, but their heat budget analyses also 
suggest an important role of vertical oceanic processes in driving SSTA in the TRIO region. Yokoi et 
al. (2012) provides the most detailed analysis of SSTA in the TRIO region. They confirmed Xie et 
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al.’s (2002) finding that the SST is warmer in the TRIO region when the thermocline is anomalously 
deep because of vertical oceanic processes, but also identified a contribution of meridional advection 
to the warming, and a negative feedback from air-sea fluxes. 

There were so far only a handful of studies on the processes controlling interannual SST 
variations in the TRIO region and their results are not always completely consistent with one 
another. In this paper we address this knowledge gap, focusing on two specific issues. First, unlike 
thermocline depth anomalies that are clearly largest in austral winter (Tozuka et al. 2010, Figure 2b), 
there is no such clear seasonal phase locking of SSTA, whose amplitude does not vary as much 
throughout the year (the maximum of the D20 seasonal cycle is 2.5 times larger than the minimum, 
compared to 1.5 times for SST, Figure 2c). Our first objective is therefore to explain the modest 
seasonality in the amplitude of interannual TRIO SSTA. Second, previous studies have examined the 
processes controlling SSTA in the TRIO region without unambiguously linking them to either ENSO 
or the IOD. Our second objective will therefore be to clarify the relationship of SST anomalies in the 
TRIO region with those two modes of climate variability. 

 The rest of the paper is constructed as follows. Section 2 presents the various datasets and the 
model simulations that we use in this paper, and our methodology for analysing them. In section 3, 
we briefly discuss how the seasonal SST budget in the TRIO region compares with previous studies, 
and then evaluate the model using long time-series and in-situ data collected during the Cirene cruise 
in early 2007 (Vialard et al. 2009). Processes driving SSTA in the TRIO region are discussed in 
section 4, focusing on the seasonality of SSTA amplitude. In section 5, we isolate the respective 
impacts of the IOD and ENSO on SSTA, and processes associated with those impacts. This is 
followed by a summary and discussion in section 6. 

2. Methods and Data Sets 
2.1. Modelling approach 

The analyses in this paper are based on two configurations of the NEMO ocean general 
circulation model (Madec 2008). Both versions use the same model physics and forcing strategy: 
only the model domain, resolution and experiment length differentiate them.  

The first model configuration is an Indian Ocean sub-domain (27°E to 142°E, 33°S to 30°N) of 
the global 1⁄4° resolution configuration described by Barnier et al. (2006). Open boundary conditions 
using velocities, temperature and salinity from an interannual global ¼° simulation (Treguier et al. 
2001) extensively validated over the tropical Indo-Pacific region (Lengaigne et al. 2012; Keerthi et 
al. 2012; Nidheesh et al. 2012; Vialard et al. 2013) are applied along the oceanic portions of the 
domain boundaries. The model starts at rest from the World Ocean Atlas Temperature and Salinity 
climatologies (Locarnini et al. 2010) and is forced from 1990 to 2007 with the Drakkar Forcing Set 4 
(DFS4) described in Brodeau et al. (2010). DFS4 turbulent fluxes are from the CORE dataset (Large 
and Yeager. 2004), which is derived from the basic variables from ERA 40 (Uppala et al. 2005; until 
2002) and ERA-Interim reanalyses (Dee et al. 2011; after 2002). Radiative fluxes are based on 
corrected ISCCP-FD surface radiations (Zhang et al. 2004) while precipitation data are based on a 
blending of several satellite products, including two of the most widely used datasets: GPCP 
(Huffman et al. 1997) and CMAP (Xie and Arkin 1997). All atmospheric fields are corrected to 
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avoid temporal discontinuities and remove known biases (see Brodeau et al. 2010 for details). This 
experiment successfully reproduces observed intraseasonal SST variations in austral winter in the 
TRIO region (Jayakumar et al. 2011). 

We use the simulation above in most of the following analyses, focussing on the 1993-2007 
period. One of our aims is however to differentiate the IOD and ENSO SST signature in the TRIO 
region, for which a longer simulation period is necessary. We hence analyse a lower resolution 
version (2° grid everywhere, refined to 0.5° meridionally within 5° of the equator) of the global 
configuration corresponding to the simulation above over the 1960-2007 period, also starting from 
the World Ocean Atlas Temperature and Salinity climatologies at rest and using the DFS4 forcing.  

Apart from their model domain and forcing periods, the two simulations share a lot of common 
features, and produce a quite similar solution over the TRIO region over their common period (with 
the ¼° version comparing slightly more favourably to observations for the comparisons in figures 4 
to 7, not shown). There is no SST relaxation in any of the two experiments and the surface salinity is 
relaxed to the World Ocean Atlas monthly surface salinity climatology (Locarnini et al. 2010), with a 
relaxation timescale of 6 months for a 30m-thick layer. All the results below are based on the 1993-
2007 outputs of the ¼° simulation, unless specified otherwise.  

2.2. Datasets 

In this paper we will use datasets for two purposes. The first one is to evaluate our ocean 
model, and check its consistency with observations. The second purpose is to compute alternative 
upper ocean heat budgets from observations, in addition to those from the model. These data sets, 
described below, include gridded SST and heat fluxes, ocean surface currents and mixed layer depth. 
To complement the gridded data, we also used measurements from the Cirene cruise (Vialard et al. 
2009), which provided in-situ samples within the TRIO region in early 2007, right after one of the 
strongest IOD events in recent history.  

Gridded SST, heat fluxes and wind stress data were obtained from the recently released 
TropFlux product (Praveen Kumar et al. 2012, 2013).  TropFlux provides those fields on 1°x1°, daily 
grids over the global tropical oceans (30°S-30°N) from 1979 to 3-4 months behind present 
(http://www.locean-ipsl.upmc.fr/tropflux/). TropFlux uses in situ data from the Tropical Moored 
Buoy Array (McPhaden et al, 2010) to correct ERA-interim (Dee et al. 2011) surface meteorological 
data and ISCCP (Zhang et al. 2004) surface shortwave fluxes from biases in the mean and amplitude. 
Surface heat and momentum fluxes are then computed using the COARE v3.0 algorithm (Fairall et 
al. 2003). TropFlux heat flux interannual variability is one of the best performers in terms of 
accuracy compared to other available datasets (see Praveen Kumar et al. 2012). 

The Ocean Surface Current Analysis – Realtime (OSCAR;  http://www.oscar.noaa.gov/) 
project provides near real time, 5-day resolution gridded estimates of upper 30-m averaged currents 
since 1992 October (Bonjean and Lagerloef. 2002). The OSCAR currents formulation combines 
geostrophic currents estimated from satellite-derived sea level, as well as the wind-driven (Ekman) 
contribution. We will also use AVISO altimeter measurements of sea surface height (SSH) estimates 
produced the CLS Space Oceanography Division. This data combines the joint US-French missions 
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TOPEX/POSEIDON (October 1992 to October 2002) and JASON-1 or Envisat (October 2002 to 
present) and is available at weekly intervals. 

The mixed layer depth (MLD) data used in this study is based on estimates of mixed layer 
depth from individual in situ profiles, including those in the world ocean database and profiles 
obtained from Argo autonomous profilers (de Boyer et al. 2004; http://www.locean-
ipsl.upmc.fr/~cdblod/mld.html). We used a global seasonal climatology (de Boyer et al. 2004) and 
an interannual dataset for the Indian Ocean (Keerthi et al. 2013). MLD is obtained using a 0.2°C 
temperature variation from the temperature at 10m depth. This temperature criterion was found to be 
the most appropriate for estimating MLD from individual in situ profiles, like Argo ones (de Boyer 
Montegut et al., 2004). A Krieging procedure then allows a limited filling of spatial gaps. This 
dataset has a sufficient spatial density to resolve interannual MLD variations in the TRIO region 
after 2002 only, when the Argo network reaches its nominal resolution in the Indian Ocean. 

In order to describe the thermocline depth interannual variability in the TRIO region and to 
evaluate the model, we use the Simple Ocean Data Analysis (SODA) version 2.2.4 oceanic re-
analysis (Carton and Giese, 2005) obtained from http://sodaserver.tamu.edu/assim/SODA_2.2.4/. 
SODA uses an ocean model based on Geophysical Fluid Dynamics Laboratory MOM2 physics and 
assimilates all available in situ data (temperature and salinity profiles from the World Ocean 
Database, MBT, XBT, CTD, and station data, as well as additional hydrography, sea surface 
temperature, and altimeter sea level).   

World Ocean Atlas 2009 (WOA09; Locarnini et al. 2009) climatological fields of temperature 
and currents are used in this study to evaluate the performance of the ocean model in reproducing the 
anomalous conditions after the 2006-07 IOD.  We obtained temperature and current fields at 1°x1° 
grids at standard depth levels from http://www.nodc.noaa.gov/OC5/WOA09/pr_woa09.html. 

Additional in-situ observations used in this study were obtained during the Cirene cruise in 
early 2007 (See Vialard et al. 2009 for details). The Cirene cruise allowed documenting in-situ 
variability associated with Tropical Cyclones (Cuypers et al. 2013), the Madden Julian Oscillation 
(Vialard et al. 2008) and the Indian Ocean Dipole (Vialard et al. 2009) in the TRIO region. The 
Cirene cruise was undertaken in two phases on board RV Suroit in January-February 2007. In the 
current paper, we will mostly use temperature data collected during several eXpandable Bathy 
Thermographs (XBT, most of the profiles down to 800 m) sections with a 50 km horizontal 
resolution, along the green and dashed lines on figure 1. We will also use two high-resolution (~ 2-3 
profiles per hour) depth-time time series of temperature and salinity obtained by performing two 
long conductivity temperature depth (CTD) stations at 67°30’ E, 8°S (CTD long station) from 14-26 
January and 4-15 February 2007. Current measurements from two coupled 300 kHz lowered acoustic 
Doppler current profilers (L-ADCP) were also performed down to ~1000 m at 6-hourly intervals at 
the long CTD stations. The Cirene cruise collected ocean profiles in the TRIO region in the 
aftermath of a strong IOD, with large upper ocean temperature, salinity and current anomalies 
(Vialard et al. 2009). We will compute temperature and salinity anomalies with respect to the 
January WOA2009 climatologies (Locarnini et al. 2010). Current anomalies will be computed with 
respect to geostrophic currents derived from the same climatology using the thermal wind relation, 
with a reference level at 1000 m.  
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2.3. Methods 

Previous studies have used slightly different definitions of the TRIO region (e.g. Hermes and 
Reason. 2008 used the [45-75°E, 10°S-5°S] region; Yokoi et al. 2008 and Tozuka et al. 2010 used 
the [50-75°E, 10°S-5°S] region; Foltz et al. used the [50-75°E, 12°S-5°S] region; Vialard et al. 2009 
and Jayakumar et al. 2011 used the [60-90°E, 10°S-5°S] region). Depending on the objectives of the 
study (intraseasonal, seasonal or interannual SST variability), a slightly different choice of the box 
can be justified. Since our study focuses on mechanisms controlling interannual SST variations, we 
have defined the TRIO region as the [50°E-80°E, 5°S-12°S] box, based on the observational analysis 
of Xie et al. (2002) which shows a maximum in interannual SST anomalies and correlation between 
interannual SST and thermocline depth anomalies there (their figure 1). The qualitative results of our 
heat budget analysis are however insensitive to the choice of one or another TRIO region as defined 
in literature. 

All the results below are based on 5 day-averaged model outputs, which are then averaged into 
monthly files. Similarly, all observational data are also converted to monthly files for long-term 
analyses. We compute interannual anomalies for all variables by first subtracting the seasonal cycle 
from the interannual data, and then applying a 3-month running filter to remove any sub-seasonal 
signal. In the rest of the paper, we will denote SST interannual anomalies computed in such a way as 
SSTAs, except in equation (1), where they are referred to as ′T  (while T  designates the SST mean 
seasonal cycle). 

In section 5, we will separate signals associated with the IOD from those associated with El 
Niño. The IOD amplitude is estimated from the average September-November Dipole Mode Index 
(Saji et al. 1999), defined as the normalized difference between SSTA in the [50-70°E, 5°S-5°N] and 
[90-110°E, 0-5°S] boxes. El Niño amplitude is estimated from the average November-January 
Niño3.4 index  (i.e. the standardized average SSTA in the [170°W-120°W, 5°N-5°S] region). Since 
the IOD tends to co-occur with El Niño, these indices are positively correlated (correlation of 0.66 
over the 1984-2007 period) and a simple regression analysis is not sufficient to isolate the intrinsic 
variability associated with each mode. As in previous studies, we will hence use a partial regression 
analysis (e.g. Yamagata et al. 2004, Yu et al. 2005, Rao and Behera 2005, Keerthi et al. 2013, Currie 
et al. 2013). A partial regression (or correlation) of a variable X to Y1, independently of Y2, is 
simply obtained from the regression of X’ to Y1’, where the prime refers to the residuals of the linear 
regression to Y2 (i.e. X’=X-aY2 where a is the linear regression coefficient of X to Y2). Such a 
partial regression analyses to the NDJ Niño3.4 index (Y1) and to the SON DMI index (Y2) is 
performed for oceanic variables or tendency terms at various lags (X), starting in JJA before the peak 
of IOD and finishing in JJA after the peak of ENSO (see for example figure 11). 

Our ¼° resolution ocean model experiment is too short (1993-2007, i.e. only 15 years) to apply 
such an analysis with confidence, and we will therefore use the longer 2° resolution experiment 
(1958-2007). In this experiment, interannual surface shortwave fluxes are only used from 1984 
onward, when the ISCCP product becomes available (see Brodeau et al. 2010). Since surface 
shortwave fluxes are an important process for driving ENSO response in the Indian Ocean (e.g. 
Klein et al. 1999, Lau and Nath 2000), we restrained all the partial regression analyses over the 
1984-2007 period (24 years).  This 24-year period includes four positive IOD events (1987, 1994, 
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1997, 2006), five negative IOD events (1989, 1992, 1996, 1998, 2001); six El-Niño events (1986-87, 
1991-92, 1993, 1997-‘98, 2002, 2004) and four La Niña events (1984, 1988, 1996, 1998-‘99) (Hong 
et al. 2008, Meyers et al. 2007) 

2.4. Model and observation-based mixed layer heat budget 

Following Vialard et al (2001), we used a simplified temperature tendency equation to 
estimate the contribution of various processes to mixed layer temperature variability: 

∂tT =
QS 1− f −h( )( ) +Q*

ρ0CPh
(a)

1 2444 3444

−u∂xT − v∂yT
(b)

1 244 344
+ R

(c)
{

  (1)

 

where T is the average mixed layer temperature (i.e. the SST), QS is the surface shortwave flux; Q* 
the sum of the longwave, latent and sensible fluxes; the f(-h) function describes the fraction of 
shortwave fluxes penetrating the mixed layer, following the double exponential rule corresponding to 
type I water in the Jerlov (1968) classification; ρ0 is the seawater density; Cp the seawater volumetric 
heat capacity; h the mixed layer depth, u and v the mixed layer average currents. The term (a) 
represents the effect of atmospheric heat fluxes on the mixed layer. The term (b) represents the effect 
of lateral advection by mixed layer currents. The term R in (c) is dominated by the contribution of 
vertical ocean processes (entrainment, vertical mixing and vertical advection), with other 
contributions (e.g. from inhomogeneities within the mixed layer) playing a small role (Vialard et al. 
2001). Since we focus on interannual anomalies in this paper, we will often use interannual 
anomalies of equation (1) (computed for each term of the equation as explained in section 2.3). 

In the ocean model, the mixed layer h is defined as the layer within 0.01 kg m-3 of surface 
density. Some terms of the residual R (effect of vertical mixing and vertical advection at the bottom 
of the mixed layer) are computed explicitly online while the entrainment term can only be obtained 
as a residual due to the time-discretization of the NEMO model (see Vialard et al. 1998 for more 
details). All the other terms in the equation above are computed online explicitly during the 
simulation, and stored as 5-day averages.  

In observations, the left hand side from equation (1) can be computed from TropFlux SST. The 
term (a) can be computed using a combination of TropFlux surface heat fluxes (for QS and Q*) and 
the Keerthi et al. (2013) interannually varying mixed layer depth estimate for h. Using Keerthi et al. 
(2013) MLD limits the observation-based heat budget computation to the post-2002 period. As we 
will see in section 3, the NEMO simulation reproduces accurately the observed MLD seasonal cycle 
and interannual anomalies: we will hence use the modeled MLD in order to obtain the 
observationally-derived upper ocean heat budget over the whole 1993-2007 period. The term (b) can 
be computed using OSCAR surface currents for u and v and a centered difference of TropFlux SST 
over a 2° distance. The term (c) is obtained as residual in observational estimates, and it contains 
both the contribution of vertical ocean processes and any error in the computation of other terms. 

While the analysis of interannual anomalies of equation (1) is useful to identify the dominant 
terms in the SSTA balance, Santoso et al. (2010) pointed out that it does not distinguish between 
processes that contribute to growth of SSTA (i.e. ∂t ′T > 0) from those that induce decay. In order to 
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do that, Santoso et al. (2010) pointed out that multiplying interannual anomalies of equation (1) by 
T’ leads to an equation for SSTA variance as shown below.  

 1
2∂t ( ′T 2 ) = ′T

QS 1− f −h( )( ) +Q*

ρ0CPh

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟

′

(a)
1 2444 3444

+ ′T −u∂xT − v∂yT( )′
(b)

1 244 344
+ ′T ′R

(c)
{

  (2) 

 

The average values of each tendency term interannual anomaly multiplied by T’ hence provide 
covariances between those terms and SSTA, indicating if those terms contribute to the growth or 
decay of SSTA variance. We will call this technique Temperature Variance Budget (TVB) and use it 
for understanding the seasonal cycle of SSTA variance. Indeed, the mean seasonal cycle of equation 
(2) (shown in figure 8) will provide an estimate of which processes contribute to the seasonal cycle 
of SSTA variance. 

3. Observed and Modeled variability in the TRIO region. 
In this section, we will first briefly evaluate the model seasonal cycle in the TRIO region, and 

discuss the seasonal heat balance that we obtain in relation with previous studies (Foltz et al. 2010, 
Halkides and Lee 2011, Yokoi et al. 2012). We will then evaluate the interannual variability of the 
model in the TRIO region using gridded products and in-situ data from the Cirene cruise. 

3.1.  Seasonal cycle 

 The model reproduces qualitatively the annual cycle of the thermocline depth and sea level 
(Figure 2a) with a 1-2 month lead compared to observations, which display a minimum in May-June 
and maximum in October-November. The model also reproduces the phase locking of interannual 
thermocline depth anomalies to the seasonal cycle, with largest anomalies from October to May 
(Figure 2b), as well as a relatively flat seasonal cycle of the amplitude of interannual SST anomalies 
(Figure 2c) compared to the amplitude of thermocline depth anomalies (Figure 2b). The model also 
reproduces accurately the SST seasonal cycle (Figure 3a) with maximum temperature in early 
March-May (~29°C) and minimum in late June-August (~26.5°C). MLD in the model and 
observations (Figure 3b) is shallow (20-25 m) from December to May, but starts deepening in June 
with the southwest monsoon onset and reaches ~50 m in August-September. The modeled and 
observationally derived surface zonal currents agree well, with a ~15 cm s-1 westward current (the 
South Equatorial Current, e.g. Schott and McCreary 2001) throughout the year except in February-
April, when it weakens (Figure 3c). The meridional current displays the strongest bias compared to 
observationally derived fields. Both the model and OSCAR display a stronger southward flow, 
associated with southward Ekman transport during the Southwest monsoon.  The model mean 
meridional currents are however stronger (with southward currents ~ 10 cm s-1 during July-August 
compared to ~5 cm s-1 in observations) than those from the OSCAR and Lumpkin and Garzoli. 
(2005, not shown) climatologies. Despite a ~25 Wm-2 offset, the annual cycle of the flux components 
(Figure 3d) is also in good agreement in the model and observations, with a large heat gain 
throughout the year, except during the Southwest monsoon when the strong wind and clouds induce 
larger latent heat losses and weaker downward shortwave fluxes.  
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Figure 3e displays the seasonal surface layer heat balance derived from the model and 
observations (de Boyer et al. (2004) MLD is used here). The SST rises from August to March, and 
then decreases from April to July. There is a constant offset for the contribution of the atmospheric 
forcing between the model and observation (in line with a similar offset in net surface fluxes in 
figure 3d and MLD underestimation in the model in winter and spring), but in both cases surface 
heat fluxes are the primary driver of the seasonal SST cycle, in agreement with Foltz et al. (2010), 
Halkides and Lee (2011) and Yokoi et al. (2012). The modeled and observed lateral advection agrees 
well, and indicates a warming trend during June-November.  Total advection is dominated by 
meridional advection during the Southwest monsoon period (not shown) in accordance with the 
larger meridional currents during that season. In both model and observations, the cooling by vertical 
oceanic processes displays a minimum magnitude during late summer (Figure 3e). The seasonal 
amplitude of this process is larger for observations than in the model (as large as advection in 
observations, smaller in the model). Our analysis is in good agreement with those of Foltz et al. 
(2010) and Yokoi et al. (2012), who suggested a dominant role of air-sea fluxes, with lateral 
advection coming second, while Halkides and Lee (2011) suggest a larger contribution from 
advective processes. 

3.2.  Interannual variations 

The generally good agreement with previous studies demonstrated in section 3.1 suggests that 
our model is successful at simulating the processes of seasonal SST variations in the TRIO region. 
This is a prerequisite for investigating the processes at interannual timescales. Another prerequisite is 
that the model also reproduces well the observed interannual variability.  In this section, we therefore 
first evaluate long-term interannual variations in the TRIO region from the model using 
observations.  This is then followed by specific evaluation of the model upper ocean anomalies at 
TRIO in the aftermath of the 2006 IOD using observations from the Cirene cruise.  

Figure 4 summarizes the model and observed interannual anomalies in the TRIO region. The 
two largest positive IOD events during the period occur in late 1997 and 2006 (Meyers et al. 2007). 
They both tend to be associated with positive sea level (deep thermocline), deep mixed layer and 
warm SST anomalies, and followed by anomalous westward currents. The sign of the net surface 
flux anomalies is not consistent across those two events. Heat flux is the most uncertain variable, 
since the correlation of the model with monthly observed interannual anomalies is only 0.66 and the 
model tends to overestimate observed interannual heat flux anomalies by ~ 40%. For all other 
variables (SST, MLD, zonal and meridional currents, sea level) there is good agreement with 
observations in terms of phase (correlations above 0.8) and amplitude (less than 20% mismatch) of 
modelled monthly interannual anomalies, giving some confidence in the model’s ability to simulate 
interannual variability in the TRIO region. 

The Cirene cruise period is highlighted with grey shading in figure 4. It coincided with the 
second strongest remotely sensed sea level anomaly (~0.25m) in the TRIO region since 1994 (Figure 
4e). Figure 5 shows a map of modelled and observed sea level and current anomalies during the 1st 
leg of Cirene cruise (14-26 January 2007). This map shows a typical sea level pattern following a 
positive IOD event (e.g. Webster et al. 1999). The positive sea-level anomaly generated south of the 
equator in the eastern Indian Ocean at the IOD peak in fall 2006 has travelled westward due to 
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planetary wave dynamics and reached the TRIO region in January 2007 (e.g. Vialard et al. 2009). In 
the meantime, the downwelling Kelvin equatorial wave forced during the IOD has reflected as a 
downwelling Rossby wave along the coast of Java and Sumatra. This translates into negative off-
equatorial sea level and eastward current anomalies in the eastern Indian Ocean. The southern end of 
the cruise and the long station site (see the black square in figure 5) were regions of strongest sea 
level anomalies. Despite some differences in the detailed location of the maxima, the broad sea level 
pattern in the observations and model agree. 

Figure 6 displays subsurface temperature anomalies derived from the model and from Cirene 
XBT sections (along the sections marked 2 and 3 on figure 5). The model and observations display 
qualitatively the same patterns, but the model underestimates the amplitude of the warming signal 
(up to 6 or 7°C in the observations while the model does not exceed 3°C). This can be partly 
attributed to the fact that the model thermocline is not as sharp as the observed climatology and that 
its vertical displacements hence underestimate temperature changes. 

Figure 7 shows the observed and modelled anomalies at 8°S, 67°E averaged over the first leg 
of the Cirene cruise (14-26 January 2007). Consistent with figure 6, the amplitude of the model 
warm anomaly in the thermocline is about 50% of the observed one. Finally, observations indicate 
about 0.3 ms-1 eastward anomaly of the South Equatorial Current, which extends quite deep into the 
subsurface (still ~ 0.2 ms-1 at 600 m, cf Vialard et al. 2009). The model reasonably simulates the 
baroclinic structure of the current anomaly, but again underestimates the amplitude, especially close 
to the surface. 

In this section, we saw that the model long-term evolution agrees well with most observed 
interannual anomalies in the TRIO region in terms of sea level, MLD, SST and surface currents, but 
that the agreement is less favourable for surface heat fluxes. While large-scale sea level and current 
patterns agree reasonably with observations in the aftermath of the 2006 IOD, comparisons with 
Cirene cruise data reveal that the model tends to underestimate subsurface temperature and current 
anomalies significantly. We will discuss the consequences of those biases on our results in the 
discussion section. 

4. Processes controlling seasonality of SSTA amplitude 
In this section, we use the Temperature Variance Budget (TVB) analysis suggested by Santoso 

et al. (2010) and described in section 2.4 to investigate the mechanisms driving the seasonality of the 
amplitude of SST interannual anomalies in the TRIO region. 

Figure 2c shows that there is no clear seasonal phase locking of SST interannual anomalies 
(the maximum of the D20 seasonal cycle is 2.5 times larger than the minimum, compared to 1.5 
times for SST). The temperature variance tendency (black line in figure 8) is accordingly quite flat 
(although the model displays a bit more seasonal cycle of SSTA variance tendency, in agreement 
with figure 2c). The decomposition of the total variance tendency into its various components reveals 
the causes of the weak SSTA seasonality. A common feature of the TVB analysis in the model and 
observations in figure 8 is the phase opposition between the contributions of atmospheric forcing and 
the sum of lateral advection and vertical oceanic processes. Vertical oceanic processes tend to 
increase SSTA variance from roughly December to June, while lateral advection tends to increase 
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SSTA variance from July to November. The atmospheric forcing variance tendency is relatively flat 
in the observations compared to the model analysis, and tends to damp the growth of SSTA 
throughout. It is therefore the differing seasonality of the vertical oceanic processes and lateral 
advection that produces a relatively flat seasonal cycle of SSTA amplitude. Below, we explain the 
seasonal cycle from each physical process. 

In observations, air-sea fluxes feedback negatively on SSTA anomalies at nearly a constant 
rate all year long (figure 8a). This is again the result of a phase quadrature between several processes 
(figure 9a). Positive SST anomalies induce more clouds and less shortwave in boreal winter and 
spring (i.e. when the cloud coverage is strongest), but this increase of the shortwave negative 
feedback is compensated by a positive feedback from longwave radiation (the greenhouse effect of 
clouds) and latent heat fluxes (largely through a reduction of surface winds, Wu et al. 2008, Du et al. 
2009). On the other hand, the latent heat flux negative feedback is strongest in boreal summer (figure 
9a, this is due to the strong winds in the southwest monsoon) in the observations. In the model, the 
seasonality of the shortwave feedback is quite realistic but a positive SST anomaly does not lead to 
enhanced evaporation in boreal summer (Figure 9b). This results in a larger (and possibly spurious) 
seasonal cycle of the air-sea flux feedback in the model than in observational estimates (Figure 9). In 
any case, both the observations and the model indicate that the phase opposition between the 
subsurface processes and lateral advection contribute significantly to the absence of seasonal cycle of 
SSTA variance in figure 8. 

Vertical oceanic processes contribute most to the seasonal increase of SSTA variance from 
December to June (figure 8). The effect of vertical processes is modulated both by the mean 
thermocline depth (with a larger effect on the surface when the thermocline is shallow) and by the 
amplitude of the subsurface variability (larger anomalies in the thermocline having a larger influence 
on the surface). The thermocline is shallowest from March to July (figure 2a). On the other hand, 
largest thermocline depth interannual anomalies occur between October and April (figure 2b), 
shortly after the peak of IOD and ENSO events that generally cause them (Yu et al. 2005). The 
relatively deeper thermocline with minimum standard deviation from July to November minimises 
the role of oceanic vertical processes on SSTA variability (figure 8). The large contribution of 
vertical processes to SSTA variance from December to June is hence the result of both large 
interannual variability and shallow mean depth of the thermocline. 

Figure 8 illustrates that lateral advection strongly contributes to the SSTA variance in the 
TRIO region in late boreal summer and early fall. Similar to what happens at the seasonal timescale 
(section 3.1; Foltz et al. 2010, Halkides and Lee 2011, Yokoi et al. 2012), the meridional component 
dominates the lateral advection term in both observational and model estimates (see figure 8). We 
will hence focus on this term to explain the seasonal evolution of the lateral advection contribution to 

SSTA. The decomposition of the anomalous meridional advection − v∂yT( )′ = − ′v∂yT − v∂y ′T − ′v ∂y ′T  

(where the overbar designates the seasonal cycle and the prime designates interannual anomalies) 
shows that the − ′v∂yT  term (advection of the climatological meridional SST gradient by current 

anomalies) dominates from July to November in the model and observational estimates (Figure 
10a,b).  Figures 10c and 10d further allow understanding the seasonal cycle of this term. The 
climatological meridional SST gradient ∂yT  peaks in August-September (Figure 10d), whereas 
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meridional current interannual anomalies ′v are weak August-September and increase afterward. 
These two combined factors hence explain the − ′v ∂yT  term maximum during September to October 

(Figure 10a, b). Meridional advection hence contributes most strongly to SSTA generation in the 
TRIO region during late boreal summer and fall, because of a larger climatological SST meridional 
gradient combined to larger meridional current interannual anomalies at this time of the year. 

In this section, we have explained why the seasonal variation of SSTA amplitude is relatively 
weak in the TRIO region. Despite a peak in SSTA production by vertical oceanic processes in 
February to May, there is a large increase of SSTA generation by lateral advection anomalies during 
the opposite phase of the seasonal cycle (August to September). Since atmospheric forcing generally 
opposes the SSTA growth, the phase opposition between those vertical and lateral oceanic processes 
(both acting to increase SSTA variance) results in a relatively flat seasonal cycle of SSTA variance 
in the TRIO region. The general role of atmospheric forcing (ie. to damp SSTA growth) discussed in 
this section should be interpreted carefully.  First, there is a large mismatch between observations 
and model simulations.  Secondly, the role of atmospheric fluxes differs in relation to various 
interannual processes (eg. positive and negative IOD, El Nino and La Nina, etc), and the overall 
results presented in this section mix the effect of all those (Klein et al. 1999, Xie et al. 2002). In the 
following section, we will separate the relative contribution of various processes to IOD- and ENSO-
induced SSTA variations in the TRIO region. 

5. Respective signatures of the IOD and El Niño at TRIO 
In the previous section, we explored the physical processes driving SSTA evolution in the 

TRIO region, irrespective of whether they are linked to the remote signature of ENSO or to the IOD. 
In this section, we use partial regression analysis in order to disentangle the respective influence of 
ENSO and IOD on SST evolution in the TRIO region (see section 2.3). The 1/4° model simulation is 
too short (15 years) to use such a partial regression method, so we use the global experiment at lower 
spatial resolution over a fairly longer period (1984-2007, 24 years). The two experiments exhibit 
similar results over their common period (not shown). Since observation records are not long 
enough, we will focus on the model results in this section. Since several studies (Rao and Behera 
2005, Yu et al. 2005) indicate that ENSO has a stronger impact over 10-15°S and the IOD over 5-
10°S, we did the analysis below for the two latitude ranges, and found very similar results to those 
presented using our TRIO box (50-80°E, 5-12°S) below. 

Figure 11 illustrates the typical evolution of key variables (SST, surface heat fluxes, sea level 
anomaly, surface currents and mixed layer heat budget) over the TRIO region, associated with IOD 
and ENSO. The partial regression technique that we use is linear (i.e. does not pick up asymmetries 
between positive and negative phases) but we chose to represent results for the positive phase of an 
IOD event (left column) and an El Niño (right column). Figures 12 and 13 provide a basin-scale 
view of changes related to these key variables associated with IOD and ENSO. Figure 12 shows a 
typical IOD pattern (e.g. Saji et al. 1999), with cold SST anomalies at the Sumatra coast in SON 
(Figure 12e) and anomalous easterlies in the Central Indian Ocean (Figure 12b). This wind pattern 
drives Ekman convergence and deepens the thermocline on the southern side of the equatorial 
easterly anomaly in SON (e.g. Webster et al. 1999). The associated sea level anomaly then 
propagates westward in the TRIO region (Figure 12c), where it reaches a maximum in DJF (Figure 
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11b). As a result, IOD-induced SST anomalies grow from August to November, and decay from 
January to April (Figure 12d-f and figure 11a). As previously described (e.g. Xie et al. 2009, Currie 
et al. 2013), the SST signature of ENSO occurs later (Figure 13d-f). ENSO-induced SST and sea 
level anomalies in the TRIO region grow from December to March and decay from May to August 
(Figure 11d-e).  

The IOD SSTA rises during northern fall. During this season, the largest contributor to the 
SSTA growth is lateral advection, mainly through its meridional component (Figure 11c). As we saw 
in section 4, the meridional advection term is dominated by the − ′v∂yT  term. The anticyclonic flow 

around the positive sea level anomaly in the eastern half of the TRIO box induces an anomalous 
southward flow in most of the TRIO box (vectors on figure 12b), in the presence of a strong 
climatological SST meridional gradient (colors on figure 14a) between warm water to the North and 
colder water to the south. This results in an increase of SSTA in the TRIO box through anomalous 
meridional advection. Although sea level anomalies in the region induce variations in the strength of 
the south equatorial current (Fig 12b), the relatively small zonal climatological SST gradient in the 
TRIO region results in a smaller contribution from zonal advection. Atmospheric forcing also 
contributes to the initial IOD-induced SSTA growth1 in the TRIO region (Figure 11c), mostly 
through reduced evaporation (not shown).  

After reaching a peak in November-December, the IOD-induced SSTA in the TRIO region 
decreases in late boreal winter (Figure 11a). During this season, the largest contributor to the SST 
decline is the atmospheric forcing (figure 11c) related to a negative downward air-sea flux anomaly 
(figure 12e,f). This feedback is mainly associated with the development of deep atmospheric 
convection and shading of surface shortwave radiation by clouds (not shown, Xie et al. 2002). This 
negative feedback of surface heat fluxes largely overwhelms the warming effect of meridional 
advection and vertical oceanic processes (Fig. 11c). The warming signal associated with vertical 
oceanic processes in boreal winter can be related to westward propagating thermocline depression 
driven by the wind related Ekman pumping signal impinging its maximum signature in the TRIO 
region in DJF. While this thermocline depression in the TRIO region starts in boreal fall, it only 
influences vertical oceanic processes in boreal winter, probably because of the thermocline depth 
seasonal cycle (the thermocline is deepest in September-November, see Figure 2a). As a result, 
vertical oceanic processes do not contribute to the initiation of the SST warming but only act to 
maintain the SST anomalies associated with the IOD, by opposing the cooling driven by the 
increased cloudiness (figure 11c). 

The El Niño-induced warming in the TRIO region grows during DJFM and reaches its 
maximum amplitude around April (Fig 11d). The largest term contributing to the initiation of the 
warming is the atmospheric forcing (Figure 11f), through increased heat fluxes into the ocean 
(Figure 11d), largely via decreased cloudiness (not shown), consistent with early hypotheses of the 
remote forcing of El Niño on the Indian Ocean (e.g. Klein et al. 1999, Lau and Nath 2000). Oceanic 
contributions (from lateral advection and vertical processes) almost cancel during initial stages of the 
ENSO SSTA development. Lateral advection indeed opposes the surface-flux induced warming, 
                                                 
1 We will discuss the apparent contradiction with results from section 4 in section 6. 
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with roughly equal contributions from zonal and meridional advection, while vertical processes 
contribute to the warming. The contribution of lateral advection to ENSO-induced SST warming in 
the TRIO region is dominated by the −u∂x ′T − v∂y ′T  term (not shown). Figure 14b shows the causes 

of this negative feedback: the Ekman-induced meridional divergence that is the main cause of the 
shallow thermocline in the TRIO region also advects the SSTAs out from the TRIO region. The 
ENSO induced sea-level anomaly in the TRIO region develops later than the IOD anomaly and 
peaks in MAM. This is probably due to the fact that ENSO-induced sea level anomalies develop 
further south than those associated with the IOD, which is clear from figure 12 and 13 (also see Yu 
et al. 2005, Rao and Behera 2005) and hence propagate slower, because of the decreasing phase 
speed of planetary waves with latitude. As for the IOD, vertical processes become a dominant term 
of the ENSO-induced SSTA anomaly growth, but rather in March-May. They hence do not really 
initiate the ENSO-induced SST anomalies in the TRIO region, but rather act to maintain them into 
boreal spring and summer, as suggested by Xie et al. (2009). 

From March-April onward, the main balance is clearly between the atmospheric forcing and 
vertical oceanic processes (Figure 11f), with lateral advection quickly becoming small compared to 
the other two terms. The atmospheric forcing starts damping the SST anomaly, as the result of 
increased deep atmospheric convection that reduces downward surface shortwave (Xie et al. 2002). 
From April onwards, the sea level anomaly decays, and so does the anomalous warming due to 
oceanic vertical processes. As a result, the negative feedback from air-sea fluxes takes over and the 
ENSO induced SSTA decays. 

Figure 15 provides a summary of the processes that explain the rise (approximately ASON for 
the IOD and DJFM for ENSO) and fall (JFMA for the IOD and MJJA for ENSO) of SST interannual 
anomalies in the TRIO region. The IOD and ENSO have comparable SST (~0.2°C) standard 
deviation over the TRIO region, but IOD signals tend to peak earlier (November-December) than 
those associated with ENSO (April-May, figure 15). The IOD SSTA initial growth during ASON is 
mostly the result of southward advection of warmer water (figure 15a), while vertical oceanic 
processes only act to maintain the IOD-induced anomaly at a later stage, when the negative feedback 
of air-sea fluxes starts to damp the SSTA strongly (figure 15a). During the ENSO SSTA rise, 
atmospheric forcing and vertical processes contribute almost equally, while lateral advection resists 
the SSTA change. But, as during the IOD demise, vertical oceanic processes really peak later, 
opposing the negative feedback from air-sea fluxes during the ENSO-induced SSTA demise. For 
both ENSO and the IOD, vertical processes act to maintain the SSTA, rather than to initiate it. 

6. Summary and Discussion 
6.1 Summary 

 Several studies suggest that the thermocline ridge of the Indian Ocean (TRIO) has numerous 
climatic impacts (Jury et al. 1999; Xie et al. 2002, Vecchi and Harrison 2004; Izumo et al. 2008, 
Annamalai et al. 2005, Vialard et al. 2009), providing an incentive for many recent studies on the 
seasonal (Hermes and Reason. 2008, Yokoi et al. 2008, Yokoi et al. 2009, Foltz et al. 2010, Halkides 
and Lee. 2011) and interannual variations (Tozuka et al. 2010, Yokoi et al. 2012, Trenary and Han. 
2012) in this region. However, the processes that explain SST interannual anomalies in the TRIO 
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region have not been investigated by many studies (with Yokoi et al. 2012 providing the only 
dedicated study on that topic). Our emphasis is hence to analyse the processes controlling the 
interannual variability of SST in the TRIO region using observations and an OGCM outputs.  The 
focuses of this article are twofold: first, to investigate the weak seasonality of SSTA in spite of a 
marked phase locking of thermocline depth interannual anomalies to boreal winter. Secondly, to find 
out the respective role of IOD and ENSO in modulating the SSTA’s in the TRIO region. 

Extensive evaluation revealed that the model has a quite realistic mean seasonal cycle in the 
TRIO region (with the exception of too strong southward meridional currents), and that its surface 
layer seasonal heat budget agrees with previous studies (Hermes and Reason. 2008, Yokoi et al. 
2008, Foltz et al. 2010, Halkides and Lee. 2011) in designating surface heat fluxes and meridional 
advection as two processes of primary importance. The model performs well at reproducing 
observed interannual anomalies of SST, mixed layer depth, sea level, and currents but shows more 
disagreement with observationally derived surface net heat fluxes. The model also reproduces 
qualitatively the main anomalies observed after the 2006 IOD in the TRIO region, although it 
underestimates them. 

While there is a clear phase locking of interannual thermocline depth anomalies to the seasonal 
cycle, with clear maxima in NDJFM (Figure 2b, Tozuka et al. 2010), there is no such marked phase 
locking of SSTA anomalies. Previous studies (e.g. Xie et al. 2002, Yokoi et al. 2012) insisted on the 
important role of vertical oceanic processes that tend to promote larger SSTA variance from 
December to May, due to the combination of larger thermocline depth perturbations during 
December-February followed by a shallow thermocline during March-May. In contrast, lateral 
advection (mainly associated with meridional advection of the climatological SST gradient by 
anomalous currents) tends to increase SSTA variance from July to November, when the meridional 
SST gradient is largest. As a result of this phase opposition between the seasonal cycle of vertical 
processes and lateral advection, there is no obvious peak in SSTAs amplitude in boreal winter, as 
previously noted for heat content anomalies. Air-sea fluxes generally tend to provide a negative 
feedback to SSTA growth. 

This is, as far as we know, the first study that separates the respective processes of IOD- and 
ENSO-induced SSTAs in the TRIO region. The IOD and ENSO have comparable amplitude SST 
(~0.2°C) and SLA (~0.06 m) standard deviations over the TRIO region but the IOD signals tend to 
peak earlier (November-December) than those associated with El Niño (around April-May). Another 
explanation of the relatively flat seasonal cycle of SSTA in the TRIO region is hence that IOD- and 
ENSO-induced SST anomalies occur at different times of the year (roughly from August to April for 
the IOD and from December to August for ENSO). The IOD SSTA initial growth during ASON is 
mostly the result of southward advection of warmer water, while vertical oceanic processes only act 
to maintain the IOD-induced SSTA against the negative feedback from air-sea fluxes at a later stage 
(JFMA, Figure 15a). Increased downward surface heat fluxes contribute to the growth of the ENSO-
induced SSTAs, while oceanic processes (lateral advection and vertical processes) tend to cancel out 
each other (figure 15b).  During the decay phase of ENSO-induced SSTA in MJJA, oceanic vertical 
processes peak helping to maintain the SST anomaly against the negative heat flux feedback. 
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6.2. Discussion 

The analysis of figure 8 suggests that air-sea fluxes are always a negative feedback to the 
development of SSTA anomalies, at all periods during the year. Figures 11f and 15 on the other hand 
suggest a moderate contribution of air-sea fluxes to the initial growth of ENSO-induced SSTA 
anomalies in the TRIO region. There is hence an apparent contradiction between those two results. In 
practice, ENSO and IOD events often co-occur. In that case, the processes associated with the IOD 
demise (strong negative feedback from air-sea fluxes) and those associated with ENSO-induced 
SSTA growth (weaker positive contribution from air-sea fluxes) will be mixed up, since they occur 
at the same period (DJFM). Overall, the negative feedback from negative fluxes tends to dominate. 
There is hence no real contradiction between the results of figures 8 and 11.  

Several studies have emphasized the semi-annual cycle of thermocline in the TRIO region (e.g. 
Hermes and Reason 2008, Yokoi et al. 2009) but the model and observations in this study are 
dominated by the annual harmonic. This has two causes. First, the semi-annual variability increases 
abruptly west of 70-80°E (e.g. Wang et al. 2001) and the domain we consider for our study is 
bounded westward at 80°E, while Hermes and Reason (2008) and Yokoi et al. (2009) both used 75°E 
as the eastern limit of their domain. Trenary and Han (2012) also report the sensitivity of the 
dominance of annual or semi-annual variability of the thermocline to the exact boundaries selected 
for the thermocline ridge region. Second, the World Ocean Atlas 2009 (Locarnini et al. 2010) 
product tends to produce larger semi-annual variability than the SODA (Carton and Giese, 2005) re-
analysis or the altimeter sea level (not shown). Because of the large zonal smoothing between gaps in 
the World Ocean Atlas 2009, we suggest that it is better to trust the SODA- or altimeter-derived 
seasonal cycle in this region. We however point out that all our conclusions from figures 8, 11 and 
15 remain qualitatively similar when we select the boxes from Hermes and Reason (2008) and Yokoi 
et al. (2009) rather than the one we used in that study. 

Let us now discuss the potential influence of model biases on our results. The model 
thermocline is not as tight as in observationally-derived climatologies. This may result in an 
underestimation of the vertical oceanic processes. The mean meridional currents are too large in 
austral winter, when compared to the OSCAR and Lumpkin and Garzoli (2005) (not shown) 
climatologies. This should not have a strong influence on our results, since we find that the main 
effect of meridional advection on SST interannual anomalies is through the advection of the 
climatological meridional SST gradient by current anomalies. Finally, the amplitudes of the surface 
heat flux interannual anomalies computed by the model are ~ 40% too large and correlate only at 
0.66 with the observationally derived ones (Praveen Kumar et al. 2012). Although there is no 
relaxation to observed SST, the prescription of near-surface air temperature and humidity acts as an 
“hidden relaxation” (de Boyer Montégut et al. 2007), leading to an excessive heat flux amplitude, 
and potentially an overestimation of the surface heat flux effect in the model, that we further discuss 
below.  

There was generally a relatively good agreement between the results of the model and those 
from the observations. However, let us now focus on the disagreement we found between the two 
methods. In the seasonal SST tendency analysis, we found an equivalent contribution from vertical 
oceanic processes and lateral advection in the model, while the vertical processes contribution was 
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larger in observations. Since the observational vertical process contribution is obtained as a residual, 
we may trust more the model here, and maybe suggest a larger contribution from vertical processes 
than what was suggested by Foltz et al. (2010). The model also suggests a larger role of atmospheric 
forcing in the seasonal cycle of SSTA variance than the observations (Figure 8). Because of the 
disagreement between the model and observationally derived fluxes, we would rather tend to trust 
the observations here, and suggest that vertical processes and lateral advection are the two main 
contributors to the seasonal cycle of SSTA variance. 

Another potential limit of our study is that we have only used a 24-year time series for our 
partial regression analysis to separate the ENSO and IOD signals. We do however obtain consistent 
results with other studies that used the same method over a longer period (e.g. Yu et al. 2005, Rao 
and Behera 2005, Keerthi et al. 2013, Currie et al. 2013) in terms of SSTA and sea level signals. This 
is a suggestion that the results obtained on the processes that contribute to ENSO- and IOD-induced 
SSTA variations may also be trusted. 

Finally, the results that we presented in this article are generally in agreement with past studies 
on the interannual variability of the TRIO region. For example, Murtugudde et al. (2000) and Du et 
al. (2009) have shown that a combination of vertical oceanic processes and meridional advection 
contributed to the warming in the TRIO region following the 1997 IOD and El Niño events, which is 
clearly in agreement with our results. Xie et al. (2002) showed that thermocline depth anomalies are 
correlated at ~0.6 with SSTA in the TRIO region, interpreting it as the sign of a connection between 
the subsurface and surface through vertical oceanic processes. Santoso et al. (2010) did not focus on 
the TRIO region either, but their heat budget analyses also suggest an important role of vertical 
oceanic processes in driving SSTA in the TRIO region. Yokoi et al. (2012) found that SST warms in 
the TRIO region when the thermocline is anomalously deep, because of vertical oceanic processes, 
but also identified a contribution of meridional advection to the warming, and a negative feedback 
from air-sea fluxes. Our results agree with these previous studies in designating oceanic (lateral 
advection and vertical processes) processes as a major cause for SST anomalies in this region, while 
air-sea fluxes in general tend to provide a negative feedback. The detailed analysis carried out for 
separating the IOD and ENSO signals, however suggest that vertical oceanic processes (and 
horizontal advection to some extent as well, in the IOD case) rather act to maintain the SSTA after 
its initial development, in line with the ideas proposed by Xie et al. (2009). When focussing on the 
initial development of the SSTA anomaly associated with IOD, we clearly identify southward 
advection of warmer water by geostrophic current anomalies as an important cause. In contrast, the 
ENSO-induced initial warming is linked to the suppression of clouds over the Indian Ocean. 
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Figure 1. Sea Surface Temperature (°C; in colors, from TropFlux), wind stress (Nm-2; arrows, from 
TropFlux) and depth of the 20°C isotherm (D20 in m, from World Ocean Atlas – WOA09) 
climatology for the DJF season.  The black frame (50°E-80°E, 5°S-12°S) indicates the thermocline 
ridge of the Indian Ocean (TRIO) region. The CIRENE cruise 1st leg track is indicated in green lines 
with numbers 1-3 representing three sections.  Blue dashed lines indicate the 2nd CIRENE leg. The 
black square indicates location (8°S, 67.5°E) of the Cirene cruise long CTD station that is used in 
figure 7. 
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Figure 2:  (a) Seasonal anomalies of D20 and Sea level, standard deviation of interannual (b) D20 
anomalies, and (c) SST anomalies averaged over the TRIO (50°E-80°E, 5°S-12°S) region shown in 
figure 1. Observations (TropFlux for SST and SODA 2.2.4 for D20) are shown as full lines and the 
model as dashed lines. The standard deviations and seasonal cycles are computed over the 1994-
2007 period. 
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Figure 3: Area-averaged seasonal cycles of several variables in the TRIO region, with observations 
as full line and model as dashed line:  (a) Sea Surface Temperature (SST), (b) Mixed Layer Depth 
(MLD), (c) surface currents, (d) Net Heat Flux and its components and (e) mixed layer temperature 
tendency terms.  The following observational products are used: (a) TropFlux SST, (b) de Boyer 
Montégut (2004) MLD, (c) OSCAR currents and (d) TropFlux heat fluxes. The seasonal cycle is 
calculated over 1994-2007 period for both model and observations. 
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Figure 4. Comparison of average modeled (dashed line) and observed (continuous line) interannual 
anomalies of (a) SST, (b) mixed layer depth, (c) net heat fluxes, (d) zonal and meridional currents 
and (e) sea level over the TRIO region (see figure 1).  All anomalies are calculated based on 1994-
2007 period except for MLD (which uses the full available 2003-2007 record for anomaly 
estimation). In panel (d) zonal current anomalies are shown as thin lines and meridional current 
anomalies are shown as thick lines.  The correlation and standard deviation ratio between model and 
observations are indicated in each panel. Those statistics are estimated based on the 1994-2007 
period (except for MLD: 2003-2007). The Cirene cruise period (Jan-Feb 2007) is indicated as a grey 
strip on all panels. The red and blue shading indicates SON of positive and negative IOD events 
respectively (Meyers et al. 2007).  Observations use the TropFlux SST and net heat fluxes, de Boyer 
Montégut et al (2004) MLD, OSCAR currents and AVISO sea level data. 
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Figure 5: Sea Level (color; a proxy for the upper ocean heat content) and Current interannual 
anomalies (vector) from (a) observations and (b) the model during the Cirene cruise period (14-26 
January 2007).  The black frame (50°E-80°E, 5°S-12°S) outlines the TRIO box. The CIRENE cruise 
first leg is indicated as green lines and the numbers 1-3 represent three sections.  Observational 
current anomalies are from the OSCAR product and sea level anomalies are from Aviso sea level 
data. The black square indicates location (8°S, 67.5°E) of the Cirene cruise long CTD station that is 
used in figure 7. 
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Figure 6.  Vertical temperature anomalies from Cirene cruise XBT observations (left panel) and from 
the model (right panel) in early 2007. The sections (a) and (b) are along 8°S oblique zonal section 
labeled as (3) in figure 5; (c) and (d) are along 67°E meridional section labeled as (2) on figure 5.  
Anomalies are computed with respect to the 1994-2007 average for the model and to the WOA09 
climatology for observations. 
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Figure 7.  Anomalous subsurface conditions observed at 8°S, 67°E in early 2007 (14-26 January 
2007): (a) temperature, and  (b) currents. The model anomalies are computed with respect to the 
January climatology over 1994-2007 period. Observed temperature anomalies are calculated as 
deviations of 14-26 January 2007 Cirene cruise data from the WOA09 climatology. Observed 
current anomalies are calculated with respect to currents deduced from the WOA09 climatology 
using the thermal wind relation (with a reference level at 1000 m).  Observed anomalies are shown 
as continuous lines while model anomalies are shown as dashed lines.  In panel (b) zonal current 
anomalies are shown as thin lines while meridional current anomalies are shown as thick lines. 

 

 

 
Figure 8.  Seasonal cycle of the Temperature interannual anomaly Variance Budget (TVB, see 
section 2.4 for details) analysis over the TRIO region from (a) observations and (b) model. A black 
line (total tendency) below (above) zero indicates a period of the year when SST interannual 
anomalies tend to decrease (increase).  The shading shows one standard deviation from the mean 
value. This analysis is done over 1994-2007. 
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Figure 9: Decomposition of various heat flux component contributions to the mean seasonal cycle of 
SSTA variance induced by the atmospheric forcing term.  Various flux components are shown in 
different colors.  The overlying red line indicates the net TVB atmospheric forcing term denoted by 
the red curves in figure 8. 

 

 

 
 

Figure 10: Upper panel show the seasonal cycle of meridional advection and its contribution from 
− ′v∂yT  and −v∂y ′T components from (a) observations and (b) model (the − ′v∂y ′T  term has not been 
plotted for clarity, but this term is small). The dashed cyan line indicates the meridional advection 
contribution as seen in figure 8.  Panel (c) shows the seasonal cycle of meridional currents (black 
lines) and standard deviation of meridional current anomalies (red lines).  Panel (d) shows the 
seasonal cycle of meridional SST gradient (black lines) and standard deviation of meridional 
anomalous SST (red lines).   In the bottom panel observations are shown in full lines and model 
simulations in dashed lines.  
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Figure 11:  Typical evolution of the interannual anomalies of several variables averaged over the 
TRIO region, associated with the Indian Ocean Dipole (IOD, left column) and El Niño (right 
column). (a) and (c): SSTA (°C, red) and surface net heat flux (Wm-2, black). (b) and (e): sea level 
(m, black) and currents (cm s-1, red). (c) and (f): surface mixed layer temperature heat budget (°C 
month-1, see inset for details). This analysis is made based on the 2° resolution model results, over 
the 1984-2007 period. The IOD and El Niño signals are obtained using a partial regression method to 
the average September-November Dipole Mode Index and to the November-January Niño3.4 index 
(see text for details). 



 

33 

 
 

Figure 12. Evolution of basin scale patterns of sea level anomalies (m, colors on the left panel), 
currents anomalies (ms-1, vectors on the left panel), SST anomalies (°C, colors on the right panel) 
and net heat flux anomalies (contours on the right panel) associated with a typical IOD event, 
obtained from the resolution 2° model results over 1984-2007. The IOD and El Niño signals are 
separated using a partial regression method to the average September-November Dipole Mode Index 
and to the November-Januaray Niño3.4 index (see text for details). 
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Figure 13. Evolution of basin scale patterns of sea level anomalies (m, colors on the left panel), 
currents anomalies (ms-1, vectors on the left panel), SST anomalies (°C, colors on the right panel) 
and net heat flux anomalies (contours on the right panel) associated with a typical ENSO event, 
obtained from the resolution 2° model results over 1984-2007. The IOD and El Niño signals are 
separated using a partial regression method to the average September-November Dipole Mode Index 
and to the November-January Niño3.4 index (see text for details). 

 

 
 

Figure 14:  (a) Climatological SST pattern in the tropical Indian Ocean and anomalous currents 
associated with IOD for SON(0).  (b) Climatological SST pattern and anomalous SST associated 
with ENSO for DJF(1). This analysis is made based on the 2° resolution model results, over the 
1984-2007 period. The IOD and El Niño signals are obtained using a partial regression method to the 
average September-November Dipole Mode Index and to the November-Januaray Niño3.4 index 
(see text for details). 
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Figure 15:  Processes of warming and cooling associated with (a) IOD and (b) ENSO in the TRIO 
region.  SST anomaly related with IOD and ENSO are shown in the two panels where red shading 
shows positive and blue shading show negative SSTAs.  The red and blue strips show periods of SST 
growth and SST decay respectively.  The TVB terms associated with IOD and ENSO related SSTAs 
are shown as bar diagrams in the insets. 

 


