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Abstract14

The intense winter phytoplankton bloom during November – February in the north-15

eastern Arabian Sea (NEAS) was thought, until recently, to be controlled only16

by a convective deepening of the mixed layer (ML) owing to cool and dry north-17

easterlies. But, a recent study has shown that the deepening of the ML in the south-18

ern NEAS is inhibited by the poleward advection of low-salinity water from the19

south by the West India Coastal Current (WICC). Using an Ocean General Cir-20

culation Model coupled with an ecosystem model, we investigate the consequences21

of the inhibition of mixed-layer deepening for winter phytoplankton bloom in the22

NEAS. We show that, during the winter monsoon, the shallow ML inhibits the23

entrainment of nutrients in the southern NEAS. Strong (weak) positive nitrate ten-24

dency in the northern (southern) NEAS seen in the model during the winter mon-25

soon is maintained by strong (weak) entrainment. As a result, the chlorophyll in-26

tegrated to 200 m depth from the surface is lower in the southern NEAS than in27

the northern NEAS. The inhibition of mixed-layer deepening in the south affects28

the size-based distribution of small and large phytoplankton, nutrient limitation29

terms and growth rate, and their elemental composition. The WICC, which in-30

hibits the deepening of the ML and affects the winter bloom in the NEAS, is driven31

by coastal Kelvin waves generated by remote winds. This paper demonstrates a32

mechanism by which remotely forced coastal Kelvin waves impact the biology33

in the north Indian Ocean.34

1 Introduction35

There are two distinct phytoplankton blooming seasons in the northeastern36

Arabian Sea (NEAS; Figure 1 shows the region of interest: 18◦N–25.5◦N and 64◦E–37

72◦E), one of the most productive regions in the north Indian Ocean (NIO; north38

of 5◦S). The first seasonal bloom occurs during the summer monsoon (June – Septem-39

ber), when the climatological winds are southwesterly. The second occurs about40

a month later, during the winter monsoon (November – February), when the winds41

reverse and blow from the northeast. The summer bloom is attributed to upwelling42

of cold, nutrient rich sub-surface water [Banse, 1968, 1987; Lévy et al., 2007; Mc-43
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Creary et al., 2009]. Several studies based on observation [Banse, 1968, 1984;44

Banse and McClain, 1986; Banse and English, 1993; Madhupratap et al., 1996]45

and modelling [Lévy et al., 2007; McCreary et al., 2009; Koné et al., 2009] de-46

clare that entrainment of nutrients, owing to deepening of the mixed layer (ML)47

forced by convective cooling at the surface of the ocean and, often referred to as48

winter cooling, is the mechanism behind winter blooming.49

A recent study by Shankar et al. [2015] has recognized that, during the win-50

ter monsoon, maximum convection marked by maximum net heat flux is observed51

in the southern section of the NEAS, whereas the maximum mixed layer depth52

(MLD) is observed in the northern part. They showed that the formation of a deep53

ML in the southern NEAS is inhibited by the poleward advection of low-salinity54

water by the West India Coastal Current (WICC). Briefly, they concluded that ad-55

vection by the WICC plays a significant role in determining MLD variations, and,56

by extension, the ecosystem dynamics in the NEAS.57

The recent findings by Shankar et al. [2015] have motivated us to investi-58

gate the biological consequences of the inhibition of ML deepening in the NEAS.59

However, apart from satellite derived chlorophyll and climatological atlases (for60

example, World Ocean Atlas [Garcia et al., 2014]), the data on chlorophyll and61

nutrient distribution in the NEAS are too sparse to conduct such an investigation.62

Numerical modelling is the only available tool to address this issue. Therefore,63

we utilize a coupled physical-ecosystem model of the Indian Ocean to investi-64

gate the consequences of the inhibition of ML deepening in the NEAS by the WICC.65

Yet another motivation is that the WICC that inhibits the ML deepening in66

the NEAS is remotely forced. The monthly-mean alongshore winds along the west67

coast of India are equatorward throughout the year [Shetye et al., 1985], but the68

WICC flows against the winds, i.e., poleward, during the winter monsoon [Banse,69

1968; Shetye et al., 1991]. Theoretical studies of the NIO using linear models [Mc-70

Creary et al., 1993; Shankar and Shetye, 1997; Shankar et al., 2002] showed that71

the seasonal cycle of the WICC is forced by winds remote to the region of inter-72

est (the west or east coast of India). These remote winds off the Indian coast force73

coastal Kelvin waves and drive the coastal circulation. The WICC during the win-74
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ter monsoon is driven by downwelling coastal Kelvin waves generated by winds75

off Sri Lanka and the east coast of India. In essence, the majority of the oceano-76

graphic processes along the coast of India cannot be interpreted solely based on77

local processes [McCreary et al., 1993; Shankar and Shetye, 1997; Shankar et al.,78

2002; Shetye et al., 2008]. It is, therefore, crucial to understand how the coastal79

Kelvin waves influence the biology of the NIO. The NEAS is a region suitable80

for this study as a considerable understanding of how the remotely-driven WICC81

influence MLD variations already exist [Shankar et al., 2015].82

The organization of the paper is as follows. The next section summarises83

the relevant observational and theoretical background and lists the specific ob-84

jectives of this paper. Section 3 presents a coupled Ocean General Circulation85

Model (OGCM)-ecosystem model of the Indian Ocean. Section 4 presents the86

model results and Section 5 discusses them. A summary of the paper is given in87

Section 6. Two phrases - the northern NEAS and the southern NEAS, recur through-88

out this paper. Nevertheless, we do not identify a physical boundary that delin-89

eates the north and the south. Perhaps a possible marker is the salinity contour90

of 36.2 psu, which intrudes to approximately 23◦N by February (Figure 1). Equa-91

torward of this contour, the deepening of the ML is inhibited in the NEAS. For92

our analysis, we consider two 1◦ × 1◦ boxes near the 1000 m isobath at 24◦N93

and 19◦N, as respectively representing the northern and southern NEAS. It may94

also be noted that we have not included in our study the continental shelf region,95

where the chlorophyll concentration is exceedingly high. We will be addressing96

the region seaward of the 1000 m isobath.97

2 Background98

2.1 Oceanographic setting of the NEAS99

During the International Indian Ocean Expedition (IIOE; 1959–65), it was100

noticed that sinking of cool, high-saline water occurs during November off Karachi101

in the NEAS [Banse, 1968], and provided the earliest evidence for convective mix-102

ing during winter in the NEAS. The cool, dry winds that blow from the north-103

east increase the latent heat flux over the NEAS and cause increased evaporation104
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at the surface. Consequently, the surface salinity in the NEAS increases to more105

than 36.5 psu (Figure 2c), resulting in the formation of a high-salinity water mass,106

called the Arabian Sea High-Salinity Water mass [Rochford, 1964; McCreary et al.,107

1993; Prasad and Ikeda, 2002a,b; Jain et al., 2016]. The evaporation also decreases108

the sea surface temperature from more than 28◦ C in the north in November to109

less than 25◦ C in February (Figure 2a). A detailed review of the oceanographic110

setting of the NEAS is available in Shankar et al. [2015].111

The WICC is the major coastal current in the eastern Arabian Sea. The core112

of the WICC lies mainly along the 1000 m isobath. The typical current speed as-113

sociated with the WICC in the NEAS during the winter monsoon is approximately114

0.1−0.2 m s−1 (Figure 2e). The WICC flows poleward against the alongshore115

component of the wind stress during the winter monsoon and reverses its direc-116

tion during the summer monsoon [Shetye et al., 1990, 1991; Schott and McCreary,117

2001]. Amol et al. [2014] have given a detailed description of the seasonal and118

intraseasonal variability of the WICC.119

2.2 Inhibition of deepening of mixed layer120

The evolution of MLD in the NEAS during the winter monsoon (computed121

from the North Indian Ocean Atlas (NIOA) prepared by Chatterjee et al. [2012])122

is shown in Figure 2g. The MLD in the northern NEAS, which is around 20–30123

m during November, deepens to more than 120 m by January. The deep ML in124

the northern NEAS is maintained through February. However, in the southern NEAS,125

the deepening of the ML is not as intense as in the north; the deepest MLD in Jan-126

uary is only 40–50 m and it shallows to 20–30 m by February.127

Naqvi et al. [2006] stated that the deepening of the ML is not uniform in the128

NEAS and identified the intrusion of fresher and warmer water from the south129

as a cause. Also, an Indian Ocean model simulation by Han et al. [2001] suggested130

that the effects of evaporation on MLD are not uniform in the NEAS. However,131

neither of these studies quantified the interplay of physical processes that deter-132

mine the evolution of the ML in the NEAS, which was described by Shankar et al.133

[2015]. Though the region of high latent heat flux and net heat flux occurs in the134
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southern NEAS, the deep MLs occur in the north. The deepening of the ML in135

the south by convective cooling at the surface owing to high latent heat flux is in-136

hibited by low-saline water (< 35.5) advected by the WICC and deep MLs are,137

therefore, restricted to the north of 22–23◦N. The deepening of the ML in the north138

is sustained in February as the convective mixing happens before the arrival of139

the low-salinity water. The reader is referred to Shankar et al. [2015] for more140

details on the dynamics of the inhibition of the ML in the NEAS.141

2.3 Climatology of nutrients142

Nitrate (NO3) is the most limiting nutrient in this region [Wiggert et al., 2006;143

Koné et al., 2009] and iron (Fe) is replete [Wiggert et al., 2006; Naqvi et al., 2010].144

Observations carried out south of the NEAS in February 1995 [Madhupratap et al.,145

1996] had shown that the 2 μmol kg−1 contour of NO3, which was at a depth of146

30 m at 13◦N, rose to the surface at 16◦N along 64◦E. North of 16◦N, NO3 con-147

centrations was . more than 2 μmol kg−1. NO3 of about 2 μmol kg−1 were re-148

ported in the NEAS during winter [Roy et al., 2015; Balachandran et al., 2008;149

Naqvi et al., 2002]. The predominant contribution to vertically integrated NO3150

pool during winter is from vertical diffusion, including convective and turbulent151

(based on the modelling study by Koné et al. [2009]).152

Average values of phosphate (PO4) and silicate (SiO4) in the ML during win-153

ter in the NEAS are 1 and 4 μmol kg−1, respectively [Roy et al., 2015]. PO4 data154

collected on-board R/V Anton Bruun during IIOE [Anonymous, 1965] showed155

that along the 180 m isobath, PO4 concentration increased from the south (0.1156

μmol kg−1 at 20◦N) to the north (0.6 μmol kg−1 at 24.8◦N) during November.157

Naqvi et al. [2002] reported that the water was rich in NO3 and PO4, and depleted158

in SiO4 (< 1 μmol kg−1), leading to a diatom limitation. They also reported that159

the concentration of ammonium (NH4) was below the detection limit (< 0.2 μmol160

kg−1).161

Monthly climatological distribution of NO3 and PO4 is available at 1◦ res-162

olution, in the World Ocean Atlas [Garcia et al., 2014]. However, the number of163

observations available in this region during winter is too sparse (see Figure S1164
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in the supporting information) to build any reliable inference related to the spatio-165

temporal distribution of nutrients. Surface patterns of NO3 and PO4 available in166

the atlas, are shown in Figures 3a and c, respectively. Coherent with the pattern167

of MLD, surface concentrations of NO3 also increase as the MLD deepens in the168

north from November (< 0.5 μmol kg−1) to February (2.5 μmol kg−1). The in-169

crease is marginal in the south. A similar pattern is also shown by PO4. Never-170

theless, there are a few conspicuous deviations in the atlas from what may be ex-171

pected based on the MLD pattern. Notably, the NO3 (PO4) contours during Jan-172

uary (December) show an increase (decrease) offshore.173

2.4 Climatology of chlorophyll174

The seasonality of phytoplankton chlorophyll in the northern Arabian Sea175

was discussed using ship-based observations by Banse [1987], using Coastal Zone176

Color Scanner preceding the SeaWiFS period by Banse and McClain [1986] and177

Banse and English [1993, 2000]. The timing of the onset of the winter bloom has178

been documented by Lévy et al. [2007] using SeaWiFS data, and by Koné et al.179

[2009] using a coupled OGCM-biogeochemical model. These studies estimated180

that the onset occurs in the southern NEAS during October and is delayed un-181

til January in the northern region of the NEAS. Winter phytoplankton produc-182

tivity ends by March as the nutrient supply from below the ML is cut off [Banse,183

1968] owing to surface heating and resulting shallowing of the ML.184

Satellite-derived chlorophyll data show (Figure 3e) that, within the NEAS,185

there is a regional difference in chlorophyll distribution throughout the winter with186

the southern NEAS always having lower chlorophyll concentrations. This dif-187

ference was first identified by Banse and McClain [1986] using satellite-derived188

chlorophyll data. They recorded that large blooms were common north of 20◦N,189

particularly in late winter. There is an increase in chlorophyll from November190

to February in both the north and south.191
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2.5 Objectives of the paper192

Shankar et al. [2015] proposed that the inhibition of ML deepening in the193

south of the NEAS by the WICC can play a significant role in determining chloro-194

phyll concentrations and ecosystem dynamics. Our analysis presented in the ear-195

lier part of this section suggests that this hypothesis may be valid. To validate this196

hypothesis, we use a coupled physical-biological model. The model is expected197

to reproduce higher nutrient levels in the north, where the ML is deep, compared198

to the south, where the ML is shallow. We, then, present a detailed analysis of199

the model simulated nutrients and chlorophyll. This includes a description of the200

vertical section along the 1000 m isobath, as in Shankar et al. [2015], and the time-201

series of physical and biological variables. We, subsequently, estimate different202

terms of the NO3 budget and show the inhibition of entrainment in the south. Fi-203

nally, we address the consequences of ML inhibition on three specific issues: nu-204

trient limitation terms, distribution of different classes of phytoplankton (small205

and large), and their elemental composition (for example, N:P ratio).206

3 The ecosystem model207

The physical model used in this paper is a quarter degree resolution, free sur-208

face, hydrostatic, z-coordinate model of the Indian Ocean based on the Modu-209

lar Ocean Model (MOM4p1) [Griffies, 2009]. The set up of the physical model210

is similar to that in Kurian and Vinayachandran [2007], Vinayachandran et al.211

[2007], Chatterjee et al. [2013] and Shankar et al. [2015]. The model domain ex-212

tends from 30◦S to 30◦N and from 30◦E to 120◦E and has 40 vertical levels, with213

25 levels in the top 200 m. The model has a vertical resolution of 5 m in the top214

60 m. The vertical mixing is based on Large et al. [1994]. A combination of bi-215

harmonic friction with Smagorinsky viscosity and Laplacian mixing is used in216

the horizontal direction[Griffies and Hallberg, 2000]. Advection of salinity and217

temperature is based on Multi-dimensional Piecewise Parabolic Method (MDPPM).218

Penetrative shortwave heating is prescribed in the top 100 m following Morel and219

Antoine [1994]. The model was forced with climatological winds, precipitation220

and river discharge. The latent, sensible and longwave heat fluxes are calculated221
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by the model as a function of SST. Winds were based on a 3-hour merged wind222

product with the high frequency component (period less than 36 hours) from the223

ECMWF reanalysis (ERA-INTERIM) and the low-frequency component from224

QuikSCAT. The 3-hour radiative fluxes available from ERA were used. Precip-225

itation is taken from the Tropical Rainfall Measuring Mission (TRMM). River226

discharge is based on climatological data from Vôrôsmarty et al. [1996] and is227

prescribed within the top 15 m. The model was initialised using temperature and228

salinity data from the World Ocean Atlas [Locarnini et al., 2010; Antonov et al.,229

2010]. Table S1 in the supporting information gives a summary of the data used230

to force the model and their sources.231

The ecosystem model used in this paper is based on the Tracers of Phyto-232

plankton with Allometric Zooplankton (TOPAZ), a module that can be coupled233

with the MOM. TOPAZ is a widely used ecosystem model. It has been success-234

fully employed to investigate ecosystem variability associated with ENSO [Park235

et al., 2014], Indian Ocean Dipole [Park and Kug, 2014], evolution of chlorophyll236

in the northwestern Arabian Sea [Marvasti et al., 2015] and the northern Atlantic237

[Pastor et al., 2013]. TOPAZ represents all the major nutrients or species (car-238

bon, nitrate, ammonium, phosphate, silicate, dissolved oxygen, iron and calcium239

carbonate) and three phytoplankton groups: diazotrophs (cyanobacteria), small240

(picoplankton and nanoplankton) and large (diatoms and algae) phytoplankton.241

Total chlorophyll, in the model, is calculated as the sum of chlorophyll in each242

of the three groups of phytoplankton. The model has a total of 25 tracers and in-243

cludes processes such as the atmospheric deposition of iron, nitrification and den-244

itrification. Dunne et al. [2010] give a detailed documentation of TOPAZ. The245

set up of the ecosystem model is similar to that in Gnanadesikan et al. [2011].246

The growth rate of each phytoplankton group in the model is limited by tem-247

perature, whatever nutrient is most limiting among N, P and Fe, and by light. The248

growth rate of each phytoplankton group is given by249

μ =
PC
max

1 + ζ
eκTmin(LimN , LimP , LimFe)× LimIrr . (1)

Here, PC
max is the maximum carbon assimilation rate of each group of phytoplank-250

ton, ζ is the cost of biosynthesis (set to 0.1, taken from Geider et al. [1997]), κ251
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is the Eppley temperature coefficient (0.063), T is the temperature and LimN ,252

LimP , LimFe and LimIrr refer to limitation terms for nitrogen, phosphorus, iron,253

and light, respectively. The min(LimN , LimP , LimFe) is called the Liebig lim-254

itation term.255

The limitation term of nitrogen in TOPAZ is given by256

LimN =
NO3

kNO3 +NO3(1 +NH4/kNH4)
+

NH4

kNH4 +NH4

. (2)

Here, kNO3 and kNH4 are half-saturation constants of NO3 and NH4 respec-257

tively. The first and second terms on the right-hand side of Equation 1 are the lim-258

itation terms for NO3 and NH4, respectively. The limitation terms for PO4 and259

dissolved iron (Fe) are based on the Michaelis-Menton formulation [Michaelis260

and Menten, 1913] as given below.261

LimC =
C

kC + C
. (3)

Here C denotes PO4 or Fe.262

The light limitation term in the model is given by263

LimIrr = 1− e
−αθ I

PC
N . (4)

Here, α is the initial slope of chlorophyll-specific response curve of photosyn-264

thesis versus light. θ is the ratio of chlorophyll to carbon of each phytoplankton265

group. PC
N is the nutrient limited carbon assimilation rate. The vertical variation266

of chlorophyll depends on the availability of light due to variations in solar in-267

solation and MLD. This variation is imposed by using a depth-dependent θ. The268

formulation of θ in the model is given by269

θ = θminmin(LimN , LimP , LimFe) +
θmax − θmin

1 + α(θmax − θmin)I/2PC
N

. (5)

Equation 5 implies that as the concentration of nutrients increase or the light de-270

creases the ratio of chlorophyll to carbon increases to match the increased need271

for light. Therefore, an increase in the ratio of chlorophyll to carbon does not nec-272

essarily mean an increase in biomass.273

The grazing in TOPAZ is based on Dunne et al. [2005]. Grazing of diazotrophs274

and small phytoplankton are proportional to square of their concentration and large275

–10–



phytoplankton is proportional to their concentration raised to the power of 4/3rd.276

Furthermore, a Michaelis-Menton type threshold of minimum phytoplankton con-277

centration is added to prevent phytoplankton from becoming extinct.278

A summary of half-saturation coefficients, chlorophyll to carbon ratios, car-279

bon assimilation rates, constant of phytoplankton grazing rate and remineralisa-280

tion depth used in the ecosystem model is available in the supporting informa-281

tion (Table S2). Sources of data used to initialize the model are listed in Table282

S3 [Locarnini et al., 2010; Antonov et al., 2010; Garcia et al., 2010].283

The small phytoplankton in the model are weakly limited by nutrients (low284

half-saturation coefficient), but are strongly limited by grazing; whereas the large285

phytoplankton require more nutrients, but are less limited by grazing. Iron lim-286

itation was applied only to diazotrophs, which are nitrogen fixers. Diazotrophs287

represent a negligible fraction of biomass and are, hence, ignored in the rest of288

this paper. The results presented in this paper were by imposing limitations due289

to N and P. Two additional sensitivity tests were carried out imposing limitation290

due to dissolved Fe for small and large phytoplankton, and SiO4 for large phy-291

toplankton. The former gave an unrealistically low chlorophyll in the north in Jan-292

uary and February, which was not consistent with satellite-derived chlorophyll,293

and the latter did not result in any noticeable change in the simulation.294

The uptake of PO4 is based on dynamic N:P stoichiometry [Klausmeier et al.,295

2004]. PO4 is allocated mainly to two classes of machinery, assembly and up-296

take. The rate of assembly is proportional to the Liebig term and the rate of up-297

take is proportional to [1 – min(Liebig term)]. Thus, during an exponential growth298

rate, phytoplankton tends to assemble additional PO4, but less PO4 during an op-299

timum growth rate. This results in a lower N:P ratio during a higher growth rate300

than during a lower growth rate.301

The nutrients in the ecosystem model were initialised using the World Ocean302

Atlas [Garcia et al., 2010]. The physical model was run for 10 years with clima-303

tological forcings and the coupled-physical-ecosystem model was subsequently304

run for another 10 years. The output of the final year’s simulation is used in this305
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paper as a climatological simulation. The simulation is validated by comparing306

it with monthly climatological data in the following section. The climatological307

data used for validating the SST are taken from a merged product of the TRMM308

Microwave Imager and the Advanced Microwave Scanning Radiometer (TMI-309

AMSRE), the SSS are taken from the NIOA, the currents are taken from Ocean310

Surface Current Analysis Realtime (OSCAR; Bonjean and Lagerloef [2002]),311

NO3 and PO4 are taken from Garcia et al. [2014] and chlorophyll is taken from312

SeaWiFS. The climatological MLD is computed from the NIOA using a density313

criterion, defined as the depth at which the density increases from the surface by314

a value that corresponds to a decrease in temperature of 0.5◦ C [Shenoi et al., 2004].315

The model MLD is based on a buoyancy difference of 3×10−4 m s−2 with re-316

spect to the surface level [Kurian and Vinayachandran, 2007]. A table listing the317

sources of data used for validating the model [Chatterjee et al., 2012; Bonjean318

and Lagerloef , 2002; Garcia et al., 2014] is given in the supporting information319

(Table S4).320

4 Results321

4.1 Validation of the model322

A respectable physical-biological model of the NEAS should replicate the323

features seen in the observations noted in Section 2 and in Shankar et al. [2015].324

These features are summarised below.325

1. The model should reproduce the progressive cooling of the SST in the north-326

ern NEAS and the intrusion of low-salinity water in the south as the win-327

ter season progresses from November to February.328

2. The WICC in the model should flow poleward with the core of the current329

lying approximately along the 1000 m isobath as discussed in Section 2.1.330

3. The model should reproduce the contrasting characteristics of the north and331

south in the evolution of the ML as discussed in Section 2.2.332

4. The model should have high concentrations of nutrients and chlorophyll333

in the northern NEAS compared to the southern NEAS, as seen in Garcia334

et al. [2014] and discussed in Sections 2.3 and 2.4.335

–12–



In Figures 2 and 3, the model variables are compared with the climatology336

of available observations. The figures show that the four conditions listed above337

are fulfilled by the model. However, there are three major deviations from the ob-338

served climatology. First, compared to the observed climatology, the model tem-339

perature is cooler approximately by 1◦ C and salinity is fresher by 0.2 to 0.4 psu340

at the surface. The stratification in the model is not affected by this difference and341

is simulated well as the change in density owing to the negative salinity bias is342

compensated by the negative temperature bias. Therefore, as observed, the model343

MLD is deeper in the northern NEAS than in the southern NEAS. Second, the344

model marginally overestimates NO3 and underestimates PO4. Unlike in Gar-345

cia et al. [2014], the model suggests concentrations of NO3 and PO4 as being con-346

sistently higher in the northern NEAS than in south. The offshore decrease of NO3347

during January seen in Garcia et al. [2014] (which may be an artefact of data gaps)348

is absent in the model (Figure 3a-b). Third, the chlorophyll in the model is weaker349

than the satellite-derived chlorophyll. Nevertheless, the simulated patterns are350

consistent with the observations and are adequate for the research reported in this351

paper.352

4.2 Vertical section and time series353

A description of vertical structure and time series of nutrients and chloro-354

phyll was omitted in Section 2.3. A reliable description of this kind cannot be made355

owing to the sparsity of data based on observations. We, therefore, resort to the356

model simulation to describe the evolution of temperature, salinity, alongshore357

currents, nutrients and chlorophyll using the vertical section (Figure 4) and the358

time-series along the 1000 m isobath (Figure 5), and the time-series showing the359

evolution of vertical structure at the centres of the northern box (24◦N) and the360

southern box (19◦N) (Figure 6).361

The modelled alongshore component of WICC, which flows poleward through-362

out the winter, is strongest in December with a speed of 0.15 m s −1 near the sur-363

face (Figure 4c). Advected by the WICC, low-salinity water progressively intrudes364

into the NEAS (Figures 4b and 5b). A 0.5 psu drop in the modelled SSS is seen365

–13–



at 19◦N during mid-December, whereas the SSS increases only marginally at 24◦N366

(Figures 5d and 6d). 35.5 psu isohaline appears in the southern NEAS near the367

surface in December and intrudes about 400 km northwards to about 21◦N by Febru-368

ary (Figure 4b and 5b). South of 35.5 psu isohaline, the deepening of the ML is369

inhibited (Figure 4b). In March, the WICC weakens and reverses its direction,370

and flows equatorward (Figure 5c).371

At 24◦N, the modelled SST decreases from 27◦ C in November to 23◦ C in372

February (Figures 5b and 6b). Owing to the cooling at the surface, the mixed layer373

deepens by an order of magnitude, from 20 m in November to 140 m in Febru-374

ary whereas the MLD at 19◦N deepens only from 25 m in November to 60 m in375

February (Figure 5h). As the ML deepens in the north, cold sub-surface water376

that is rich in NO3 and PO4 entrains to the ML (Figures 4a,d and e). Vertical sec-377

tions of the nutrients (Figure 4d-e) resemble the temperature sections (Figure 4a).378

The 2 μmol kg−1 contour of NO3 which is at a depth of 30 − 40 m at 21◦N in379

November rises to the surface in January (Figure 4d). North of this latitude, the380

concentrations are higher, and south of this latitude the entrainment of NO3 and381

PO4 is limited.382

The temporal evolution of the modelled nutrients (Figure 5i-l) is reminis-383

cent of the evolution of the ML. NO3 (PO4) increase from near zero (< 0.1 μmol384

kg−1) in November to 6 μmol kg−1 (0.6 μmol kg−1) in February, at 24◦N (Fig-385

ures 6h and j), whereas at 19◦N, the increase is marginal (Figures 6g and i). At386

24◦N, the depth-integrated chlorophyll in the top 200 m of the water column in-387

creases by threefold from 30 μg m kg−1 in November to 90 μg m kg−1 in Febru-388

ary (Figure 5n). At 19◦N, the depth-integrated chlorophyll remains between 30−389

50 μg m kg−1 throughout the winter. Figure 5m shows that a north-south gradi-390

ent of chlorophyll is persistently seen from mid-December to the end of Febru-391

ary.392

Anotable feature in the vertical section of the modelled chlorophyll is the393

presence of a distinct subsurface chlorophyll maximum (Figures 4f, and 6k and394

l) lying within the ML throughout the season. Though the vertical density struc-395

ture is well-mixed in the ML, along with ample amount of nitrates and phosphates396
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(Figures 4 and 6), the variability in light and grazing, maintains the depth of sub-397

surface chlorophyll maximum within the lower ML.398

Peaks of NO3 and PO4 occur on 7 January at 19◦N and 35 days later, on 11399

February, at 24◦N (Figure 5j and l). Interestingly, these peaks do not coincide with400

the peaks in the MLD, which peaks during the first week of February at 19◦N and401

24◦N (Figure 5h). Furthermore, the MLD does not decrease in the southern NEAS402

as rapidly as it does in the northern NEAS. The chlorophyll peak at 19◦N coin-403

cides with the peak in the nutrients. The chlorophyll curve at 24◦N attains its peak404

during mid-January and sustains it till late February (Figure 5n). A second peak405

observed in the chlorophyll, often referred to as a detrainment bloom [McCreary406

et al., 1996], occurs in the northern NEAS during the end of February. This bloom407

arises from the availability of sufficient nutrients and light in the ML as it shal-408

lows. Such a detrainment bloom is completely absent in the south at 19◦N.409

4.3 Entrainment of NO3410

Here, we investigate the budget of NO3 in the ML (Figure 7) to assess the411

pattern of entrainment that lends a significant contribution to the NO3 balance equa-412

tion. The physical terms in the budget, that is, tendency (rate of change), entrain-413

ment and advection, were calculated based on Vialard and Delecluse [1998] and414

the biological processes were saved from the model. In the northern NEAS (at415

24◦N), NO3 shows a positive tendency (Figures 7a and b). After 11 February the416

tendency becomes negative. In the south (at 19◦N), the tendency is weakly pos-417

itive till 7 January. These are the two days on which nutrients peak at 24◦N and418

19◦N. The dominant component that balances the NO3 tendency is entrainment419

(Figures 7c and d). Entrainment is highest during December – January in the north420

(at 24◦N) when it reaches ∼ 0.2 μmol kg−1 day −1 (Figure 7d). Entrainment in421

the south is less than that in the north during this period. There is a period dur-422

ing the second half of January when the entrainment in the south is higher than423

in the north (Figure 7d) because the MLD attains its maximum in the south (Fig-424

ure 5h).425
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Advection terms (Figures 7e–h) are on an average less than 0.05 μmol kg−1
426

day −1 and are not important in the NO3 budget. At 19◦N, both horizontal and427

vertical advection terms (Figures 7f and h) remove NO3 in the ML after 7 Jan-428

uary. The net contribution from the biological processes (nitrification − denitri-429

fication − uptake by phytoplankton) is shown in Figures 7i and j. The dominant430

term in this is the uptake by phytoplankton. The negative tendency at 24◦N from431

11 February onwards (Figure 7b) is due to a decrease in entrainment (Figure 7d)432

and an increase in uptake by phytoplankton (Figures 7i and j).433

4.4 Differences in physical processes between the northern and south-434

ern NEAS435

The salient differences in physical processes between the northern and south-436

ern NEAS that result in lower chlorophyll concentration in the southern NEAS437

can be summarised as follows. In the northern NEAS, cool-dry-northeasterly winds438

cause evaporation at the sea surface. Due to this evaporation, the SST at 24◦N on439

the 1000 m isobath decreases from 27◦ C in November to 23◦ C in February (Fig-440

ures 5b and 6b). The cooling at the surface leads to convective mixing and the441

ML monotonically deepens from 25 m in November to 140 m in February (Fig-442

ure 5h and 6b). The SSS marginally increases by 0.1 psu (Figures 5d and 6d). The443

convective mixing entrains nutrients to the ML (Figure 7c) resulting in a posi-444

tive nutrient tendency from November till mid-February (Figure 7b). After mid-445

February, the entrainment weakens (Figure 7d) and the uptake due to phytoplank-446

ton increases (Figure 7j), leading to a negative NO3 tendency (Figure 7b). The447

MLD, NO3 and PO4 peak during mid-February (Figures 7f, j and l). Chlorophyll448

peaks during mid-January and is sustained till the end of February (Figures 5n449

and 6l).450

In the southern NEAS, the poleward flowing WICC advects low-salinity wa-451

ter (< 35.5 psu; Figures 5c and 6c) from the south and inhibits the deepening452

of the ML. At 19◦N, the SST decreases from 28◦ C in November to 25◦ C in Febru-453

ary (Figures 5b and 6a). Unlike in the north, the SSS decreases from 35.8 psu in454

November to 35.3 psu by the end of December (Figures 5b and 6c). The ML only455
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deepens from 25 m in November to 60 m in February (Figures 5h and 6a). Due456

to the inhibition of ML deepening, the entrainment in the south is weak compared457

to that in the north (Figure 7d). After the first week of January the NO3 tendency458

turns negative (Figure 7b) as advection (Figures 7f and h) and biological processes459

(Figure 7j) remove NO3 from the ML. The total chlorophyll in the water column460

is less than half of that in the northern NEAS (Figure 5n). The peak of the chloro-461

phyll curve occurs during the first week of January, approximately a month ear-462

lier compared to 24◦N and coinciding with peaks in NO3 and PO4 (Figures 5j,463

l and n); chlorophyll decreases monotonously after the peak. So, not only is the464

chlorophyll concentration higher in the north, but it is also sustained for almost465

twice as long compared to the south. The second peak in chlorophyll seen in the466

northern NEAS during the end of winter is also inhibited in the southern NEAS467

by the WICC.468

In the next subsection, we investigate how the distribution of small and large469

phytoplankton and the growth rate, nutrient limitation and N:P ratio of small phy-470

toplankton respond to these differences in physical processes.471

4.5 Biological consequences of inhibition of ML deepening472

4.5.1 Size based distribution of phytoplankton473

The NEAS, in the model, is dominated by small phytoplankton (Figures 8a474

and c). More than 70% of the total chlorophyll is contributed by small phytoplank-475

ton throughout the season. The pattern of distribution of small (Figure 8a) and476

large phytoplankton (Figure 8c) is similar to the distribution of the total chloro-477

phyll discussed in Section 4.2. That is, both small and large phytoplankton show478

the north-south difference in their chlorophyll concentrations. As the nutrient lev-479

els increase dramatically in the north (24◦N) from November to February the small480

phytoplankton show a sharp increase (Figure 8b). The large phytoplankton, which481

require more nutrients, are fewer at 19◦N (Figure 8d).482

The detrainment bloom in the north during late February that was noted in483

the Section 4.2 results from an increase in large phytoplankton (Figure 8c). This484
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bloom lasts for about a week and is restricted north of approximately 23◦N. The485

small phytoplankton do not respond to the detrainment event.486

4.5.2 Nutrient limitation and growth rate487

The nutrient limitations of NO3 and PO4 of small phytoplankton given by488

Equations (2) and (3), respectively, are shown in Figures 9a and c. NO3, that has489

the minimum value of the limitation term (Leibig term), is the most limiting nu-490

trient in the NEAS. Therefore, the limitation term for NO3 will determine the growth491

rate of phytoplankton in the NEAS. By an extension from the distribution of nu-492

trients, the limitation term is expected to be smaller in the south compared to the493

north owing to the inhibition of the entrainment of NO3 in the south. As the sea-494

son progresses, the nutrient limitation terms increase in the NEAS. The limita-495

tion terms reach a maximum during the first week of January at 19◦N and dur-496

ing the last week of February at 24◦N (Figure 9b and d).497

The spatial distribution of the growth rate (Equation 1) of small phytoplank-498

ton in the surface level is shown in Figure 9e. The growth rate of small phyto-499

plankton at 19◦N increases from 0.8 day−1 in November to 1.6 day−1 in January500

(Figure 9f). At 24◦N, the growth rate increases from 1.2 day−1 in November to501

2.0 day−1 in February. Similar to the vertical distribution of NO3 and PO4 (Fig-502

ure 6 g-j), the Leibig term is also well mixed in the ML. As a result, the only term503

that will determine the vertical structure of growth rate is the light limitation term504

(see Equation 1). That is, the growth rate decreases vertically downward depend-505

ing on the penetration of light.506

4.5.3 N:P stoichiometry507

TOPAZ allows for a dynamic N:P stoichiometry (refer to Section 3). In TOPAZ,508

during an exponential growth rate, phytoplankton tend to assemble additional PO4,509

but less PO4 during an optimum growth rate, resulting in a lower N:P ratio dur-510

ing an exponential growth rate. The monthly distribution of the N:P ratio of small511

phytoplankton at the surface in the NEAS is shown in Figure 9g. The north-south512

contrast seen in all the previously analysed variables is also seen in the N:P ra-513
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tio. In the northern NEAS (24◦N), where the growth rate is higher, the N:P ra-514

tio decreases from about 16 in November to about 9 in February (Figure 9h). How-515

ever, in the south (19◦N), where the growth rate is lower, the N:P ratio decreases516

from 16 in November to 13 in February.517

5 Discussion518

Do remotely forced coastal Kelvin waves impact biology in the coastal ocean?519

An early attempt to address this question was carried out by Mysak et al. [1982].520

They observed coherent signals in the temperature, salinity, sea level and the to-521

tal number of fish (Sockeye salmon) caught, and the average weight per fish in522

the northeast Pacific off the coast of central Canada, at interannual periods (5−523

6 years). These signals were found to propagate northwards with a phase speed524

of a baroclinic Kelvin wave. They speculated that the signals in temperature, salin-525

ity and sea level which were associated with this long period of baroclinic Kelvin526

wave could have affected the variability seen in the fish catch. However, the mech-527

anism that links these waves with biology was not demonstrated.528

An obvious mechanism of influence of coastal Kelvin waves on biology is529

by way of inhibition or enhancement of upwelling. Dickson et al. [1980] showed530

the enhancement of upwelling due to upwelling favourable coastal Kelvin waves531

and its signatures in an increased distribution of mackerel eggs on the slope of532

the Bay of Biscay. Another example of this mechanism, from the NIO, was given533

by Shankar and Shetye [1997]. Longhurst and Wooster [1995] had noted that weak534

upwelling along the southwest coast of India began in February, 2–3 months be-535

fore the onset of upwelling favourable southwesterlies. This early upwelling is536

driven by remotely forced coastal Kelvin waves that drive an upwelling favourable537

equatorward current. The mechanism of upwelling along the west coast of In-538

dia was first shown by McCreary et al. [1993], but the connection to Longhurst539

and Wooster [1995] was made by Shankar and Shetye [1997]. In this paper, we540

have demonstrated an alternative mechanism of impact of coastal Kelvin waves541

on biology, in the form of the inhibition of ML deepening in the NEAS.542
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Since the model is forced with climatological fields, the intraseasonal (30–543

90 days) variability is missing. Amol et al. [2014] noted that the strength of the544

intraseasonal signal decreases poleward along the west coast of India. Therefore,545

it may be a fair approximation to ignore this for the NEAS. However, the time546

series of the alongshore component of the WICC and surface chlorophyll from547

regions south of the NEAS, for example, off Goa (see Figure S2 in the support-548

ing information), show consistent patterns even at intraseasonal periods. We, there-549

fore, expect that impact of remotely forced waves on biology can be expected all550

along the coast of India in all frequency bands. However, biologists often ignore551

the role of these waves and tend to infer their results as forced only locally. The552

implications of the remote forcing of the WICC were emphasised over two decades553

ago [McCreary et al., 1993; Shankar and Shetye, 1997] and it is time that its role554

in ecosystem dynamics and biogeochemical cycling is recognised. As shown by555

Amol et al. [2012], the impact of remote forcing in the eastern Arabian Sea is not556

restricted to the slope and Kelvin waves. Remote forcing via shelf waves extends557

to the inner shelf, with obvious implications for biogeochemistry and fisheries.558

Our results are consistent with the available observations in the NEAS. The559

dominance of picoplankton (small phytoplankton) was reported by Roy et al. [2015]560

and Naqvi et al. [2002]. A time shift of 1−2 months in the onset of the winter561

bloom between the northern and the southern NEAS was shown by Lévy et al.562

[2007]. Our analysis of the growth rate of small phytoplankton shows that it first563

peaks in the south and later in the north. The time gap between the occurrence564

of the peak at 19◦N and 24◦N is 35 days, which is consistent with the finding by565

Lévy et al. [2007]. However, such a delay is not prominently visible in the chloro-566

phyll patterns in the model. Instead, the chlorophyll in the north attains its peak567

a week after the peak occurs in the south and sustains it for a longer duration than568

in the south. It is also known that phytoplankton adjust their stoichiometry from569

3:1 at the top of the ML to 10:1 near the bottom of the ML to match the nutrient570

supply [Roy et al., 2015].571

For the western Arabian Sea (west of 65◦ E), Landry et al. [1998] using ob-572

servations, had estimated a growth rate of 0− 1.5 day−1 and a standard devia-573
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tion of 0.38 day−1 for the winter monsoon. The higher growth rate, in the NEAS,574

calculated by our model (∼ 2.2 day−1 as seen in Figure 9e) is justifiable as this575

region is more productive compared to the western Arabian Sea. Finally, the fast576

decline of chlorophyll and nitrate at 24◦N in March (shown in Figures 8 and 9a)577

suggests that grazing losses built in the model are also realistic.578

Nature is also expected to deviate from the idealised equations in the model.579

An example for this, from the NEAS, was shown by Roy and Anil [2015]. They580

showed that convective mixing in the northern Arabian Sea inhibits the growth581

of Prochlorococcus owing to modifications in the physical environment, which582

is contrary to our results. This is a level of complexity that is beyond the scope583

of the current generation of ecosystem models like TOPAZ.584

6 Summary585

The Arabian Sea is more saline compared to the other basin in the NIO, the586

Bay of Bengal, because of significantly lower precipitation, higher evaporation587

and much less runoff. The seasonally reversing monsoon winds over the NIO pro-588

duce seasonally reversing currents that exchange water between the two basins.589

One such current is the WICC that takes low-salinity waters of the Bay of Ben-590

gal into the Arabian Sea. As the current takes the waters poleward along the west591

coast of India, the contrast between salinity of the waters of the current with am-592

bient waters has an impact on mixed-layer physics. This impact in the NEAS was593

discussed by Shankar et al. [2015]. They showed that the inhibition of ML deep-594

ening in the south of the NEAS is forced by the advection of low-salinity water595

by the poleward-flowing WICC.596

In this paper, we have set up a coupled physical-biological model to inves-597

tigate the consequences of the inhibition of ML in the NEAS. The model is able598

to simulate the spatio-temporal variability of physical and biological variables599

in the NEAS. Furthermore, we show that the inhibition of mixing in the south-600

ern part of the NEAS results in the inhibition of entrainment of nutrients to the601

ML as hypothesised by Shankar et al. [2015]. Figure 10 summarizes the findings602

from Shankar et al. [2015] and this paper. In conclusion, these two papers have603
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advanced our understanding of the ecosystem dynamics of the NEAS from the604

processes summarized in Figure 10a to those in Figure 10b.605

We have demonstrated an example of coastal Kelvin waves influencing the606

chlorophyll distribution in the NEAS. The coastal Kelvin waves generated in the607

east coast of India drive a poleward coastal current (WICC) along the west coast608

of India. This current advects low-salinity water to the NEAS and inhibits con-609

vective mixing in the southern part of the NEAS. This inhibition of mixing, in610

turn, inhibits the entrainment of nutrients into the ML and leads to low chloro-611

phyll in the southern part compared to the northern part. However, horizontal ad-612

vection of nutrients is not important. Our study shows that the growth rate of the613

phytoplankton and even its physiology (N:P ratio) can be forced remotely. The614

chronology of events that occur in the NEAS as a result of the inhibition of ML615

deepening during the winter monsoon is as follows.616

1. Entrainment of nutrients in the southern NEAS is inhibited by the inhibi-617

tion of ML deepening. Hence, the southern NEAS is more limited by the618

nutrients and is less productive compared to the northern NEAS. Addition-619

ally, the bloom is sustained for a longer duration in the north.620

2. The growth rate of phytoplankton is higher in the northern NEAS, owing621

to the high nutrient limitation term, than in the south. The growth rate peaks622

first in the southern NEAS in early January, and, roughly, a month later in623

the north.624

3. Owing to the contrasting growth rates, the N:P ratio of small phytoplank-625

ton in the southern NEAS is higher than in the northern NEAS.626

4. The inflow of low-salinity waters from the south inhibits not only the growth627

of phytoplankton during the second half of the winter, but also the short-628

lived detrainment bloom of large phytoplankton at the end of winter.629

It is imperative that the findings from this study are further validated by fu-630

ture observations in the NEAS; that should lead to a better understanding of the631

ecosystem in the NEAS. It is expected that this paper will help to design such ex-632

periments. Future observations should come up with measurements of the rates633

–22–



of uptake of nutrients, rate of phytoplankton growth, rate of grazing, rate of rem-634

ineralization, rate of sinking, etc., which will help to advance the modelling of635

the ecosystem of the NEAS.636
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Figure 1. Map of the north Indian Ocean (left panel) and the northeastern Arabian Sea (right panel). Depth

contours of 200 m and 1000 m are shown in the right panel. The salinity contour of 36.2 psu for February,

drawn using the North Indian Ocean Atlas [Chatterjee et al., 2012], is shown using an orange curve. The

curve may be used as the boundary separating the northern and southern NEAS. Evolution of model variables

is analysed in two 1◦ × 1◦ boxes, shown in black and red colours, centred respectively at 65.5◦E, 24◦N and

69◦E, 19◦N. The black dot in the left panel is referred to in Figure S2 in the supporting information. Ocean

bathymetry and land topography are based on ETOPO-02.
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Figure 2. Monthly climatology of observed SST (a), modelled SST (b), observed SSS (c), modelled SSS

(d), derived surface currents (e), modelled surface currents (f), observed MLD (g) and modelled MLD (h).

Sources of each data set is indicated within parentheses on the top left corner of each row. Refer to the last

paragraph of section 3 for details on data sources. The 1000 m isobath is marked.
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Figure 3. Monthly surface climatology of observed NO3 (a), modelled NO3 (b), observed PO4 (c), mod-

elled PO4 (d), observed chlorophyll (e) and modelled chlorophyll (f). Sources of each data set is indicated

within parentheses on the top left corner of each row. Refer to the last paragraph of section 3 for details on

data sources. The 1000 m isobath is marked.
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Figure 4. Monthly climatology of vertical sections of (a) temperature, (b) salinity, (c) alongshore current,

(d) NO3, (e) PO4 and (f) chlorophyll along the 1000 m isobath in the model. Black curve in each vertical

section is the MLD.
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Figure 5. Time-series of (a and b) SST, (c and d) SSS, (e and f) alongshore current, (g and h) MLD, (i

and j) surface NO3, (k and l) surface PO4 and (m and n) depth integrated chlorophyll in the top 200 m water

column. Panels on the left hand side show time series of variables along the 1000 m isobath. Panels on the

right hand side show daily evolution of variables in the two boxes at 24◦N and 19◦N. In the right hand side

panels, dashed vertical lines identify the peaks in each curve at 19◦N (red) and 24◦N (black). Dotted vertical

lines identify either a secondary maximum or an event referred in the text. Dates of peak occurrence are given

at the bottom of each panel.
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Figure 6. Temporal evolution of the vertical structure of (a and b) temperature, (c and d) salinity, (e and f)

potential density, (g and h) NO3, (i and j) PO4 and (k and l) chlorophyll at 69◦E, 19◦N and 65.5◦E, 24◦N.

The black curve in each panel indicates evolution of ML. The panels on the left-hand side correspond to the

southern location (19◦N) and the panels on the right-hand side correspond to the northern location (24◦N).

The locations are shown in Figure 1.
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Figure 7. NO3 budget in ML. Time-series of (a and b) tendency, (c and d) entrainment (e and f) horizontal

advection, (g and h) vertical advection and (i and j) biological processes. Panels on the left hand side show

the time-series along the 1000 m isobath. Panels on the right-hand side show evolution of variables in the two

boxes at 24◦N and 19◦N. See Figure 1 for location of the boxes. Dashed vertical lines indicate the peaks of

nitrate at 19◦N (red) and 24◦N (black). Dates of peak occurrence are given at the bottom of each panel.
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Figure 8. Time-series of depth integrated chlorophyll in the top 200 m water column due to (a and b) small

and (c and d) large phytoplankton. Panels on the left hand side show the time-series along the 1000 m isobath.

Panels on the right hand side show evolution of variables in the two boxes at 24◦N and 19◦N. Dashed vertical

lines indicate the peaks of small and large phytoplankton at 19◦N (red) and 24◦N (black). Dates of peak

occurrence are given at the bottom of each panel.
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Figure 9. Time-series of limitation terms for (a and b) NO3 and (c and d) PO4 for small phytoplankton,

(e and f) growth rate of small phytoplankton and (g and h) N:P ratio of small phytoplankton at the surface

level. Panels on the left hand side show the time-series along the 1000 m isobath. Panels on the right hand

side show evolution of variables in the two boxes at 24◦N and 19◦N. Maxima and minima are indicated using

dashed lines with corresponding dates given at the bottom.
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Figure 10. (a) A schematic diagram illustrating the earlier understanding of dynamics of winter bloom in

the NEAS. SeaWiFS climatology of chlorophyll for February is filled in the horizontal panel. The vertical

panel shows contours of NO3 along the 1000 m isobath during February available in Garcia et al. [2014]. A

deep ML is indicated using a black line at a depth of 100 m. The three outward directed black arrows at the

surface indicate net heat flux loss. Convective mixing is indicated using closed blue arrows in the ML. Note

that the ML and net heat flux are not based on climatological data. (b) Summary of physical-biological pro-

cesses in the NEAS as simulated by the model. Colours indicate concentrations of chlorophyll on the surface

and in the vertical along the 1000 m isobath in February. Contours of simulated NO3 along the 1000 m iso-

bath during February is overlaid in the vertical section. ML is drawn using a black line. Poleward advection

of low-salinity water by the WICC is marked using filled blue arrows.
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