DATA ASSIMILATION TECHNIQUES IN MODELING

OCEAN PROCESSES
By

R. Mahadevan, A. A. Fernandes and S.W.A. Naqvi

Technical Report No. NIO/TR-10/2001

5

NATIONAL INSTITUTE OF OCEANOGRAPHY
DONA PAULA, GOA 403 004

August 2001



CONTENTS

Acknowledgements
Abstract
1. Introduction
2. Variational Formalism
2.1 Advection Problem
3. Solution Methods
3.1. Penalty Algorithm
3.2 Optimal Control Method
4. Application of Data Assmilation Technique
5. OneDimensional Model of Upper Ocean
6. OneDimensional Modd of Water Column Biogeochemistry
7. Summary
References

Appendix - A
Objective Analysis of Ocean Data

Appendix - B
Extreme Value Problems

Appendix - C
Descent Algorithms



ACKNOWLEDGEMENTS

The authors express their sincere thanks to Dr. E. Desa, Director, Nationa
Ingtitute of Oceanography, Goa for supporting this study on data assmilation and for his
congtant encouragement. The authors would like to thank Dr. T. Pankgakshan for going
through the manuscript, giving vauable suggestions and introducing us to the literature
on mixed layer dynamics. We express our grateful thanks to Ms. Felcy Alphonso for the
secretarid assstance and to Mr. Udaykumar Javdi for drafting the figures, which helped

in quickly bringing out this report.



DATA ASSIMILATION TECHNIQUES IN MODELING

OCEAN PROCESSES

Abstract:

Three main classes of procedures in daa andyss and assmilation viz.
Objective Andysis, Optima Interpolation and variationd method, used to
process the observed data on atmospheric and ocean parameters are briefly
reviewed. The variationd method of data assmilation, its mathemdtica
description and the classcad variationa approach, which leads to the
Euler-Lagrange equetions, are presented. Two methods of solving data
assmilation problems viz. the pendty dgorithm and the optimd control
theory method are discussed.  Application of data assmilation technique
to physcd problems governed by liner and nonlinear ordinary
differentid equations are explained. The formulation of data assmilation
technique in one-dimensonad models of upper ocean and water column
biogeochemidtry is presented.

1. INTRODUCTION

In meteorology and oceanography, the procedures used to process the observed
data on amospheric and ocean parameters, distributed in gpace and time to generate
homogeneous fidds are usudly cdled data andyss or assmilation. These homogeneous
fidlds are prerequistes for various practicd applications and theoreticad dudies. The
fidds produced by an andyss or assmilation must satisfy two badc requirements. On
the one hand, they must be close to the obsarvations and on the other hand they must
satisfy the dynamic relationships, which govern the process observed.

Three main classes of procedures have been used in andyss or assmilation. The
fird class comprises of gpatid interpolation, known as 'Objective Andyss in
meteorology (Cressman, 1959; Barnes, 1973). A brief description of objective andysis is
presented in Appendix-A. The second class of procedures is known as 'Optimal



Interpolation’.  The fidlds generated by these procedures are the linear combinations of
obsarvations, which minimize the mean quadratic error between predicted and observed
vaues. Optima interpolation techniques have been introduced mainly by Gandin (1965)
in meteorology and are being widdy used in large scde prediction models, see eg.
Lorenc (1981). The third class of andyss is based on variaiond method. They produce
fields which minimize a given measure of the distance between the andyss and the
observations, while a the same time satisfy an explicit dynamic condraint.  The dynamic
condraints will normdly be expressed by one or more differentid equations. These
methods have the advantage of providing better consistency between the analyss and
dynamics as expressed by the congtraints.

In this report, the variaiond method of data assmilation or fitting dynamics to
data is briefly reviewed. Two methods of solving data assmilation problems, viz.
pendty dgorithm and optima control theory method are discussed. The formulation of
data assmilation technique in one-dimensiona models of, upper ocean and water column
biogeochemidiry is presented.

The practicd usefulness of varigionad methods for meteorological problems are
pointed out very early by Sasaki (1955, 1958), but in spite of that these methods have not
been fully utilized. Probably, the complex mathematica technicdity of these methods
and ther high computationd costs have limited their use.  This technique received more
attention in meteorological gpplications after 1985, e.g. Derber (1985), Lewis and Derber
(1985), Le Dimet and Tdagrand (1986), Hoffman (1986), Tadagrand and Courtier
(1987), Courtier and Taagrand (1987), and Lorenc (1988).

Applications of data assmilation techniques in oceanography did not recelve
much attention compared to that in meteorology. Closer to the idea of data assmilation
or fitting dynamics to data in oceanography, is the dynamicd method used to produce
ocean circulation pattern from hydrographic observations. These early attempts were
followed by more sophigticated models which used inverse method, variationd method,
direct minimization method and opticd control techniques, to introduced more observed
data into the models. Some investigators have referred al the above methods as inverse
methods.



Wunsch (1978) reviewed the inverse methods to fit data to dynamics and using an
inverse method determined North Atlantic generd circulation West of 50° W. Bennett
(1982) described the theory of numerous inverse methods for applications in
oceanography.

Bennett and McIntosh (1982) used a variaiona method in the investigation of
tidd prediction. Provost(1983) and Provost and Sdmon (1986) have used a variationd
technique to smulate hydrographic daion daa to edimate the three-dimensond fidd of
geodtrophic veocitiess ~ Mdanotte-Rizzoli and Holland (1986, 1988) used a quas-
geodrophic generd circulaion modd to invedtigate the effect of data insertion into a
numericd modd. They examined how data insertion in locd limited regions affects the
dynamics of the modd and aso how the dynamics spreads the inserted information into
different regions. Smedstad and OBrien (1991) followed a variaiona approach of
grong condraints and applied it to equatorid Pecific Ocean to determine the solution of
the reduced gravity mode, which fits the observations.

Thacker and Long (1988) and Thacker (1988) have described a variaiona
assmilation method in ther pgpers. The method is illusrated usng a smple modd of
the wind-driven equatorial ocean. It is shown how surface devation and wind sress
observations can be used to recover the model state. In Thacker (1988) the errors in
fitting a modd to inadequate data is discussed.  Results show that for the ample wave
model of Thacker and Long (1988) a reasonable fit can be obtained even if the number of
obsarvations is less than the number of degrees of freedom of the modd. Basu et al.
(1993) used the numerical scheme proposed by Thacker and Long (1988) to assmilate
data into a one-dimensond nonlinear shalow water equations modd with date variables
representing potential and current.

Copeland and Bayne (1998) used the direct minimization method to dudy tidd
flow in coastd areas accommodating large quantities of measured data within the mode
domain. LeDimet and Taagrand (1986) discussed different agorithms for andyss and
assmilation of data into models. They goplied the optima control techniques to solve the
one-dimengiona verson of shalow water equations.

The need for usng assmilation techniques in Oceanography can be explained as

follows



(& The conventiond or direct fluid flow sSmulaion modds use numericd
methods (FDM or FEM or spectrd methods) to solve the eguations governing the
process. In these models, certain measured process parameters are used to define the
initid and boundary conditions. For this reason these problems are generally referred to
as initid / boundary vdue problems. In these problems, except for cdibration and
vdidaion of modd prediction, there is no way to use fidd daa which have been
collected with daborate care, efforts and sophisticated equipment; that is we have only
limited use for such data

This problem is becoming more serious with the avalability of improved
measuring techniques to collect large quantity of good qudity data The drifting and
moored buoy sysems and remote sensing techniques provide large quantity of good
quaity data describing the variagbility of physcd parameters. In such a fagt changing
gtuation, it is not proper to continue with the conventional modding techniques, which
ae not cgpable of usng the lage quattity of daa the avalability of which is
continuoudy increasing.

(b) In conventiond methods, sometimes, the eror resulting from modd
formulation arigng from the smplification of dynamic equdions and in spedfying the
moded inputs exceed the errors in the measured data. In such cases, modds which
include alarge quantity of measured data are expected to provide more redistic solutions.

(¢ Assmilaion methods dso have the potentiad to produce more accurate
solutions, since it alows both data and equations to control the evolution of the solution.
Hence, adopting the data assmilaion techniques in numericd modeing of ocean
processes is considered to be a better modeling practice.



2. VARIATIONAL FORMALISM

In this formdism a given measure of the disance between the modd and the
observdion is minimized. The primary fidd of interes in oceanogrephy is the time
dependent flow field and the equations governing the flow field can be written as,

GlY]=0

and GlY]° (TYMY) - F(Y), (2.1

where the components of the vector Y are the dependent oceanographic fields such as u,
vV, W, p ec., and t is the time. These equations are defined over some spatid and tempora
doman ' s ' with the boundary ' G '. F may be a linear or a nonlinear operator.
Additiona information to this problem will be given by ' b, which can be consdered as
a control variable. For ingance, b can condgss of initid conditions or boundary
conditions or a combination of both. When b is specified, a unique solution Y(b) of
Eqgn.(2,1) can be estimated.

If the observations 'Y' on oceanogrephic fiedlds a& homogeneoudy or irregularly
digributed set of points over s are given, we are interested in obtaining a solution of
Egn.(2.1) which is close to the observation Y. The closeness is defined as a function of
Y and Y and it is cdled the cost function ' J'. Though there are several ways of defining
the cost function Jin data assmilation problems, it is often defined as,

JY]={Y-Y ,Y-Y} (2.2)
where { ., .} istheinner product defined in the spatid and tempord domain as,

{Y-Y,Y-Y} = q¥-Y)*ds (2.3)
where & =dx .dt. Theintegrd in Eqn.(2.3) must be replaced by an appropriate finite
aumif Y consgts of discrete observations.

We seek a solution to Eqn.(2.1) which minimizes the function J. This problem is
referred to as Data Assimilation or fitting dynamics to the observed data. This
problem of modd fitting should be particularly gppropriate for highly asynoptic and nor-
homogeneous data sets, such as, data from fixed moorings, from drifting buoys, from
satellites and from rdatively unscheduled shipboard observations.

The mahematicd problem daed above is a condrained variational
(minimization) problem with the modd Egn.(2.1) representing the congraint on the cost



funcion ' J ' (Egn22). The gened minimizaion and condraned minimizetion
problems are discussed in Appendix-B.

A sysematic gpproach for solving problems of this type is based on a
genadization of the dasscad Lagrange multiplier technique used in a finite
dimensiond space. Under smple regulaity condition (i.e. differentiability of Y to a
aufficient order), it can be shown that the problem of determining the Stationary point of
Egn.(2.2) under the condraint Egn.(2.1) is equivdent to the problem of determining the
dationary point of the Lagrangian L[Y, L] . The Lagrangian ' L 'for the present
problem is defined as a scalar function of Y and L in the form,

LIY,L]=JY] +{L,CG[Y]} (2.4)
where L an unknown function in the doman s, is cdled the Lagrange multiplier. In this
formulation the congrained problem is replaced by an uncondrained problem with
respect to the functionsY and L.

Then for the Sationarity of L, we require the first order variaion dL to be zero for
arbitrary perturbations of dY and dL. This requirement gives the Euler - Lagrange
equations of the problem, which in principle can be solved to estimate the desired field.
However, except in specid cases, directly solving this problem is not easy.

This dasscd vaiationd andyds gpproach is ds0 refered to as the strong
constraint formalism.

2.1 Strong congraint formalism of Advection Problem.

To illugrate this strong congraint formalism, let us congder the linear

advection equation,
G[C] =0,
and G[C] ° (1C/Mt) + v(X) (TC/X) (2.5)

where C is an unknown scdar function and v(x) is aknown function of x. Observations
on C(x, t) over some doman s in the (X, t) plane are given. We seek a solution to
Egn.(2.5) (i.e. C(x,t)) which minimizes the function,

JC] = O(C-C)?dx.dt (2.6)
Egns.(2.5) and (2.6) congtitute a congtrained variationd problem.



Under dmple regulaity condition, the problem of determining the dationary
points of Egn.(26) under the condrant Eqgn.(25) is equivdent to the problem of
determining the sationary points of the Lagrangian L[C, L] defined as,

LIC, L] =JC] +{L, G} (2.7)
where the Lagrange multiplier L is an unknown function of x and t. The second term in
the above integrd defines an inner product in the (x, t) space. In this formulation the
condrained problem is replaced by an uncondrained problem with respect to the
functionsCand L.

Then the fird-order variation dL resulting from perturbations dC and dL is equd

to,
dL= 0[2(C-C)dC+L{ [T(dC)/Mt] + v [T (dC)/fx] }] dx cit

+ O (C/t) + v (C/9x) ] dL dx dt (2.8)
Integration by parts of the terms containing the derivatives of dC in the above eguation
leads to,

dL= 0[2(C-C)- (TL/t) - (TLV/TX)] dC dx dt

+ O (TCMt) +v (1C/X) ] dL dxdt +@& L V.n dC dG (2.9)
where n is a unit vector normd to the boundary G of s, directed outwardsand V isthe
vector with components v and 1 inthex and t directions respectively.

For given C and L, L will be daionary if and only if dL is zero for any arbitrary
perturbations dC and dL. This will be the case if and only if the three following
equations are satisfied,

(TL/AY) + [TLWAK - 2C-C) =0

(TCH + v (IC/IX) = 0
and L=0 dong G (2.10a,b,c)
where Egn.(2.109) is the adjoint equation of the governing Egn.(25). The Egns.(2.10a,
b) with the boundary condition Egn.(2.10c) are the Euler-Lagrange equaions of the
problem. Except in particular cases, it is difficult to directly solve the above equetions.
Hence, different techniques are developed in which the origind problem is transformed



by changing ether the cogt function J or the condraint or both into a sequence of

uncongtrained problems.
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3. SOLUTION METHODS

As Euler- Lagrange equations are difficult to solve directly, different techniques
ae developed to solve data assmilation problems. Le Dimet and Taagrand (1986)
discussed two approaches followed to solve data assmilation problems in meteorology.
They discussed three dgorithms namey, Pendty, Dudity and Augmented Lagrange
dgorithms in the fird gpproach in which the origind condrained varidiona problem is
trandformed into uncongtrained problem. The second approach uses optimd control
techniques. In this section, the pendty dgorithm (dso refered to as the direct
minimization technique) and optima control techniques are discussed.

3.1. Penalty Algorithm

We have dready noted in Section 2 that in the classical variationd or srong
condraint formaiam, the condraining equations were gppended to the cost function by
means of Lagrange multiplier. In this formdism the dedred solution is expected to
saidy the condraints exactly. In the pendty dgorithm method the squares of the
congdraining equations are appended to the cost function by means of weighting factor
'W' or pendty parameter (e = /W), i.e,,

Y] = J[Y] +WYG[Y] 2 (3.1)
where JJ[Y] is cdled the condrained or pendized cogt function. In this formadism we
seek the minimum of J[Y] and the problem reduces to an uncongrained minimization.
Note that the congraints are satisfied only approximately in a least square error sense and
not exectly. The degree of fulfillment of condrant depends on the magnitude of the
weighting factor. As the weight factor becomes larger, the degree of fulfillment increases
and the congraint approaches to a strong congtraint.  This approach is referred to as weak
congtraint formalism or penalty algorithm or direct minimization technique.

The method of week condraint is more redistic compared to strong condraint
gpproach with respect to the errors and gpproximations inherent in the formulation of the
governing equations. That is, in the srong cordraint formaism, the requirement for
exact stisfaction of the condraining equation assumes tha the condraints are an exact
representation of the physics involved. This is not generdly true. Copdand and Bayne
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(1998) demondtrated the capability of this technique in smulating one and two

dimensona shallow water flow fields.

3.2 Optimal Control Method

In many congrained variationd problems of the type discussed in section 2, a
solution of the equations governing the problem (the condraint of the problem, Egn.2.1)
can be uniquely determined for the specified additiona information b. ' b' can consst of
initid conditions, boundary conditions or a combination of them. Then the condrained
variationa problem discussed in section 2 can be stated in the following form:

Find ' b' (the initial or boundary conditions) such that the corresponding
solution of Eqn.(2.1) minimizes the cost function J. ' b' will be referred to
as the control variable of the problem. J is a function of 'b' through the
governing Eqn.(2.1).
The obvious advantage of recasting the problem in the above form (as an "optimd
control problem”) is that, the number of independent parameters to be varied in the
minimization process ae subdantidly reduced. Besdes, this method dso offers an
dternative technique to explicitly compute NJ with respect to b, with less computational
efforts.

For example, the minimization process in this problem needs the determination of
the gradient of J with respect to ' b. Standard differentigtion techniques will not in
generd be useful for the estimation of NJ. One direct approach to this problem would be
to perturb in turn al the components of b, and for each perturbation solve the governing
Egn. (21) and compute the corresponding J and NJ = (1Jfb). But the extensve
computations involved makes this approach totadly impracticd. The optimd control
method offers a technigque to compute NJ, which involves fewer computations.

To illugrate this method, we shdl consder a variadle Y(x, t) dependent on two
independent variables x and t (this technique could be extended to more number of
dependent and independent variables) and governed by the equation,

(YAt = FY) (3.2)
where F may be a linear or nonlinear operator. Let the equation governing the first order
perturbation dY about any solution Y (x, t) of Egn.(3.2) be,



1dY)qt= AdY (3.3
Then in terms of the adjoint operator A* of A with respect to the inner product in space X,
the adjoint equation to Egn.(3.2) can be written as,
1 (d*Y)/ft = - A* (d*Y) (3.9
To illustrate the derivation of the linearized perturbation and the adjoint
equations, we will consider a non-linear differential equation,
(z1t) + Z(1211x) = cZ
where Z is the unknown dependent variable of the problem (this is a typical
eguation we frequently come across in flow ssimulation problems). Then the
linearized perturbation equation about a given solution Z(x, t) of the above

eguation become,

1(d2/MMt = B(d2
where the operator B, a function of (x, t) is defined as,

B [- Z(TM1X) - (1Z11x) + c]
The operator B* is determined by integrating by parts the terms containing the
derivative of (d Z) with respect to x in the following integral (i.e. the inner
product inx-spacedenotedby< . ,.>),

| = qd*2)B(dZ)dx = <(d*2),B(dZ2) >

= () {-Z[N(dZ)Mx] - [(TZ11X) - ¢] (dD}eix
and we get,
| =&d2) [ ZM(2D/MMx+ c(d2) ]| dx-(d2) (d*2) ZVe
= qd2) B* (d2) dx - (d2) (d*2) ZVe

where the suffix G denotes that the function is determined at the boundary and
B* isdefined as,

B* = [Z(11/MIx) + c].
Then the adjoint equation in terms of operator B* is given by,

T(d2)/MMt = -B* (d*2)
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Now let us assume that the observetions on the dtate of the sysem Y(x, fy), n =

12...N, ae avalable and we will seek a solution Y(x, t) of Egn.(3.2) minimizing the
functiond,

J[Y(X1 t)] = gl < Y(X! tn) - X(X! tn) ) Y(X! tn) - X(X! tn) > (35)

where < .,. > and a <. . > denote inner products over x space and (X, t) space
repectively. Here it is assumed that Y(X, t) are avalable at discrete time intervas. We
will assume that the observation Y(X, t) ae not exactly compatible with the solution of

Egn. (3.2) so that the minimum of J will not in generd be equd to 0. The above Sated
problem is a condrained minimization (or variationd problem) of the cost function J
(Egn.3.5) with Eqn.(3.2) asthe congtraint.

The solution Y(x, t) of Egn.(3.2) is uniqudy defined by gspecifying the initid
condition Y(X, t1), which will be usad as the control varigble. The problem now reduces
to finding the initid condition Y(x, t;) such that the corresponding solution of Eqn.(3.2)
minimizes the cost function (35). In this foom the problem becomes uncondrained
minimizetion problem.

From Eqgn.(3.5) the first order variation dJ resulting from a perturbation dY(x, t)
to theinitid condition is given by,

dI= 24 <YXt)- Y t),dY(x 1) > (3.6)
n=1

where Y(X, f) is the solution to the governing equation (Egn. 3.2) a any time t, for an

assumed initid condition Y(X, t1). And the firs order perturbation dY(x, t,) is the
solution of the linearized perturbation Eqn.(3.3), with theinitid condition dY (X, t1).

As the Eqn.(3.3) is linear, dY(X, 1)) a a any time t, depends linearly on the initid
condition dY (x, t1) and hence dY (X, tn) can be written as,

dY (X, ty) = R(X th;ty) dY(X, t1) (3.7)
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where the linear operator R(X, ty ; t7) is cdled the resolvent of Eqn.(3.3). It is the
solution of the Egn.(3.3) a t, with the initid condition dY (X, t;) = 1. Subditution of
Eqgn.(3.7) in Egn.(3.6) gives,

N
dd=23a <Y(Xtn)-YXth),RXth;t)dY(x, t1) > (3.8)
n=1
Let R (X, t; t1) bethe adjoint of the linear operator R(X, t, ; t1), then we have,
N
dl =<2 3a R*Xth;t)[YXth)-YXt)],dY(X ty) > (3.9
n=1

since for any two vectors u, v inthe (x, t) space 4@ <R*u,v> = a <u,Rv>. Al
dJ, thefirst order variationin Jdueto dY (x, ty), intermsof the gradient of J, is

dJ= <NJ, dY(x, t1) > (3.10)
Hence from Egns. (3.9) and (3.10), we have,

W= 24 RO 0 [Y (6 b) - YO ) (311)

For any two solutions u(x, t) and v(x, t) of the linearized Egn.(3.3) and the adjoint
Eqgn.(3.4) respectively, the inner product defined over the space x is a congtant with time,

nce,

(T /910) C)J(X, t).v(x,t) dx = (T/M) <u(x, 1), v(x,t)>

<fuft,v> + <u,vit>

<AuU,v> + <u,-A*v> =0

where <., .>denotestheinner product with respect to x. Hence,

<u(X, ty),v(x, t1) > = <u(x tp), V(X th) >,
and <u(X t1),SX t;th) VX, th) > = <R(X th;t) u(x t1),v(x,tp)>. (3.12)
where [S(x, &; ) - V(X, §)] is the ®lution of the adjoint equation (Eqn.3.4) when the
condition given a time t; is Vv(x, ;). Thisresult showsthat S(X, ; tn) = R*(X, ty; t).
Thus R*(X, ty; t1) is the resolvent of the adjoint Eqn.(3.4) between the time t, and .

Hence in Egqn.(3.11), the term {R*(X, t, ; &) [Y(X, %) - Y(X, )]} can be obtained by



integrating the adjoint Eqn.(3.4) backward in time from t, to t; dating with the vaue

[Y(X, tn) - Y(X tp)]. Since the adjoint Egn.(3.4) is linear, NJ in Egqn.(3.11) can be
edimated by one backward integration of Egn.(3.4) from f to & Sating with the vdue
(d*Y)n = [Y(X ) - Y(X, tn)] and adding [Y (X, th) - Y(X, th)] a every discrete time t, to
the current integrated value of (d*Y).

In summary, the gradient NJ (which is an important parameter required in a

descent procedure involved in the data assimilation problem) can be computed usng the
Egn.(3.11). Stepsinvolved are:

Solve the given governing equetion (i.e. determine the solution Y(x, t) of Egn. 3.2)
for an initial guess vadue of the control variable (i.e. initid / boundary conditions).
The coefficients of the adjoint equation is determined using Y (x,t).
Integrate the adjoint equation backward from { to t;, sarting with the vdue @*Y)n =
[Y(% tn) - Y(X, tn)]
At every discrete time ty, add [Y (X, t) - Y(X, t) ] to the current integrated vaue of
(d*Y) and estimate NJ.

Then a suitable descent procedure is used to locate the minimum of the cost function.
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4. APPLICATIONS OF DATA ASSIMILATION TECHNIQUE

We will discuss here the problem of data assmilation in the case of physcd
processes governed by ordinary differentid equations.  We will follow the optima
control theory gpproach of fitting modd to data.

(@ Linear first order differential equation

We will condder a physicd process governed by a linear first order differentid
equation of the form,

(dY/dt) = F(Y) 4.1

and observations Y(tn) (see Fig4.1) of the system are avalable a time f;, n = 1,2,3,...N.
We will seek asolution of Egn.(4.1) which minimizes the cost function,

N
= & Y- Y] ® 42

Y (1)

Figure4.1 Observed and predicted values of the varigble Y.

As the governing equation is linear, there is no need for the linearized perturbation
equation. We solve directly the governing Eqgn.(4.1) for Y(tn) with the initid condition

Y(t1) = 1, i.e. determine the resolvent R(t,, t). Note that for Y(ty) * 1, Y(tp) =
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R(tht1): Y(t1), as the governing equetion is linear.  Subdituting for Y(tn) in the cost

function J (Egn.4.2) we get,
N
3= & [Rtn ) Y(t) - Y()* (43)
=

We now seek Y (t1) which minimizes J. Hence for minimum J, we require,

[V dY(t)] = 2 r;%l [Ritn, t2) Y(t) - Y(t)] R(tn, tz) =0,

and Y@= & [Rin ) Y/ [& Ry ) (44)

(b) Coupled linear equations
We will consider coupled linear equations of the form
(du/dt) = F(U,V), (dv/dt) = F(U,V) (4.5ab)

with the obsarved date of the system U(ty), and V(tn) (see Fig.4.2) being specified. We
seek a solution of Eqns.(4.5a,b) which minimizes the cost function,

N
i= & [ [Utn) - U(tn)] 2 + STV(tn) - V(tn)] *] (4.6)

where Sisascaling factor which depends on the physical units of the varidblesU and V.

Following the control theory approach, we determine first the solutions [UM(ty),
V()] with the initid condition [U(t), V()] = (1, 0), and [U@(ty), V()] with the
initid condition [U(t1), V(t1)] = (0, 1) of the Egns.(4.58, b). These solutions are the
resolvents {[Ru(tnt]®, [Rultnt]®™}  and  {[Ruttat)]®, [Ru(tnt)]®} of the
Eqgns.(4.53, b).

Then the generd solution to the Egns.(4.5a, b) with the initid condition U(ty)) * O
and V(1) * O, can be expressad in terms of the resolvents in the form,

U(tn) = [Ru(tnto)]™ U(ta) + [Ru(tnt)] @ V(t)

V(tn) = [Ru(tn,t)]® U(ta) + [Rultnte)] @ V(ta) (4.7
We subgtitute for U(ty) and V(tn) in Egn.(4.6) and seek U(t;)) and V(t1) which minimize

J. For Jto be minimum we require,
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[d¥ dU(t))] = 0 and [d¥ dV(t1)] = O (4.8)
This leads to a st of linear equations in U(t;) and V(t1) which can be solved and the
required solutions U(tn) and V(tn) determined.

A
V(0)

>

u(o)

Figure 4.2 Observed and predicted values of the variablesU and V.

(¢) Nonlinear equations

For illugrating this technique in the case of non-linear equations, we will consder
the following equation,

(dy/dt) = 2y (4.10)
The generd solution to this equation can be shown to be
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y=t?+2at+a? (4.11)
where a is an abitrary congant. In the control theory method we require the equation
governing the first order perturbation, dy, which is given by,

d (dy)ct = y Y2 dy (4.12)
and the adjoint equation of Eqn.(4.10) is,
d (d*y)dt = -y Y2 d*y (4.13)

We shdl assume that the obsarved dtate of the sysem  y(tn), n = 1,2,...N, are

avalable and we will seek a solution y(t) of Egn.(4.10), which minimizes the cost
function,

o

J= & [y(tn) - ¥(tn)] ? (4.14)

n=1

Egtimation of the desired solution to this problem involves the following operations:
Solve the governing Egn.(4.10) for an initid guess vdue of the control variable (i.e.
initid condition). The coefficients of the adjoint equation (Eqn.4.13) are determined
using y(t).
Integrate the adjoint equation backward from § to &, starting with the vaue d*y)y =
[y(tn) - (i)l
At every discrete time , add [y(tn) - y(ty)] to the current integrated value of (@*y)
and estimate dJdy(ty). .

Then a suitable search procedure is used to locate the minimum of the cost function.



20

5. ONE-DIMENSIONAL MODEL OF UPPER OCEAN

The time dependent, one-dimensgond mode for the mixed layer of the upper
ocean developed by Denman (1973) is presented. In this modd, the turbulent mixing and
the radiative heating within the mixed layer are expressed so that only smple parameters
avalable from routine meteorologica measurements are required as input to predict the
evolution of the parameters of the mixed layer. The dependent variables predicted by the
modd ae the mixed layer temperature and depth and the temperature at the bottom
interface of this layer. But now with the avalability of rdiable sadlite derived Sea
Surface Temperature (SST), it is observed that this problem can be formulated as a

problem in deta assmilation.

M odel Description
The basc assumptions in the mixed layer modd developed by Denman (1973)
ae
The ocean is incompressble, horizontaly homogeneous, verticdly
dratified and stable, and obeys the Boussinesq approximation.
Horizonta northomogeneity can enter only indirectly through divergence
or convergence within the upper layer resulting from non-zero curl in the
large scdle wind dressfidd.
The upper mixed layer is an idedized, verticdly homogeneous layer
bounded at the bottom by a temperature discontinuity (see Fig.5.1).
The heat and mechanicd energy inputs at the upper and lower boundaries
are redigributed uniformly throughout the layer by turbulent diffuson.
The time required for this redigtribution is smal compared to the time for
the same process to occur below the lower interface of the mixed layer.
Bdow the lower interface an advective verticd veocity ‘W', resulting from
the above mentioned convergence or divergence within the upper layer are

specified a some arbitrary depth.
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Figure5.1 Schematic of the thermocline and the boundary inputs assumed in
The model (From Denman, 1973)

Thermal Energy Conservation Equation:

If one neglects molecular heat fluxes and viscous generation of hedat, then the
theema energy consarvation equation in the ocean upper layer which is horizontaly
homogeneous, is given by,

(TTAI) +w (TT/2) + 1 (WT')fz = gRexp() (5.1)
where T and T ' are the mean and the fluctuating components of temperature, t istime, z is the vertical co-
ordinate, w and w' are the mean and fluctuating components of vertical velocity, R = R*/(r,Cp), R*
is the solar radiation incident on the sea surface (cal cm? sec), r o is the mean density, Cp isthe specific
heat at constant pressure (» 0.94 cal gni*(°K)™* ) and gis the average extinction coefficient in the ocean.

Within the mixed layer, the advection term, w(YT/z), vanishes since T is assumed not to vary

with respect to z within thislayer. Then integrating Eqn.(5.1) in the vertical direction we have,

(dTs/dt) z + WT' % - WT'%, = R[1- exp(-g)] (5.2)



where Ts denotes the surface mixed layer temperature.
In the above equation the turbulent heat flux, wT' at the ocean free
surface is given by,
WT Y=o = -F,

(5.3
where F = (Hs* + H* + B*) /(roCp) = (Hs + H + B),Hs* and H* are
the downward fluxes of sensible heat and latent heat respectively. B* isthe
heat |oss by long-wave radiation.

To determine the heat flux through the bottom of the mixed layer we will
examine the heat exchange process over the depth d h near the lower interface

of the mixed layer. The average vertical advection velocity of this layer be 'w

and we will assume that the turbulent mixing W(z) is zero immediately

below the interface at z = - h. Then integrating the thermal energy
conservation equation (Egn.5.1) between z= - h and z= -h+ dh(see
Fig.5.2), we get,

Ty T

— —@z=h +4h

.=

Figure 5.2 Enlargement of the interface at the bottom of the Mixed layer
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(dTs/dt)dh + (Ts- Tn) (W+ dh/dt) + WT' %% h+ an = gRexp(-gh)d h
Inthelimtasdh ® 0, we get

WT'%%- _n=-H (w+dh/dt) (Ts- Th) (5.4
where the Heaviside's step function,
H =0, ifw+dh/dt £0; no entrainment mixing

=1, if w+dh/dt >0; entrainment mixingatz= -h (5.5)

Temperature variation below the mixed layer:
Assuming that turbulent fluctuations are absent below z = - h, from the thermal

energy equation we have for z< - h,
(TTAY) = gRexp(g?) - w (TT/112), (5.6)
At the lower interface of the mixed layer (i.e. at z= - h(t)) we have,
dT/dtY--n = (TTMIL) - (MWL) (TT/T2Y%- -h

= gRexp(-gh) - (w+ TTh/Tt) 1T Z%-= -1, (5.7)
where use has been made of Eqn.(5.6).

In Egn.(5.2), taking the limits of integration as z = - h and 0 and subdituting
Eqgns.(5.3) and (5.4) we g,

(dTs/dt) h+H (w + dh/dt) (Ts- Tr) = F+ R[1 - exp(-gh)] (5.8)
wheee F=Hs + H + Band H isthe Heavisdes sep function. Integrating Eqn.(5.1)
twice with respect to z over the mixed layer we have,

(0 I
o WT'dz = (dTs/dt) /2 - Fh-R(h-g™?1) - Rg™* exp(-gh) (5.9)
-h

Mechnical Energy Conservation Equation:
For the case of horizonta homogenety, in the presence of a mean horizonta

current u, the turbulent mechanica energy equation governing a steedy state condition is,

- U'W (U2 - (192 [W(p'/r,+c2/2)]= Wr' fro+e (5.10)
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where the turbulent kinetic energy ¢ = u? + v + w'? and e is the rate of dissipation of
turbulent energy. Assuming sdinity changesae smdl and r* » a ro T ', where a =
(Uro) (r/qT), we get from Eqn.(5.10), the steedy state equation for turbulent mechanica
energy as,

- u'w (ﬂu/‘ﬂz)-(ﬂ/ﬂz)[vv(p'/r0+02/2)]:agﬁ+e (5.11)

The terms on the left hand sde of Egn.(5.11) are source terms for turbulent mechanicd
energy and those on the right hand side are the Sink terms.

Integrating the mechanicd energy equation Eqgn.(5.11) with respect to z over
(-h, 0) yidds,

o R (o QU o)
-9 UW (MU dz- W(p'/r,+c?/2) Ya-0 = ag o WT dz+ g edz (512
-h -h -h

where the mean of the term [w(p'/r ,+c?/2)] evauated a z = - h is assumed to be
zero. Defining Gand D &s,

0o
G=-(ag ™[ o uw (Tuflz) dz + W(p'/r,+C?/2) Y=
-h

D=(ag™ ¢ edz (5.13a,b)

5o O

and diminating theterm O W T' (2) dz between Egns.(5.9) and (5.12) we get,

(dTgdt) = (2/FP) [ (G -D) + Fh+R(h- g 1) + gt Rexp(-g 1 h)] (5.14)
It is by combining the integrated forms of therma and mechanicd energy eguations and
through the diminaion of the term WT' dz between Egns.(5.9) and (5.12) that the
mechaniam for convective mixing enters into the mechanica energy equation.  Only for
very low wind speeds or for large eveporatiion does the convective mixing becomes
important.

Now diminating (dTs/dt) from Egns.(5.8) and (5.14) we get,

H(w+dhd) = [(Ts- T *[2{-(G-D)+Rg™[1- exp(-gh)]}

- h{F+R[1+exp(-gh)]}] (5.15)

Equations (5.7), (5.14) and (5.15) are a set of first-order, non-linear, ordinary differentid
equations in Tn, Ts and h, which define the mixed layer dynamics & the ocean surface in

terms of parameters which can be measured or can be estimated from measurements. In
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this problem the temperature gradient, §T/flz, below the mixed layer, which varies with
time because of solar heating and verticad advection, must be known for any time t in
order to solve the Egqn.(5.7). Egn(5.6) provides the means for evauating T(z) and hence
T/izintheregionz £ - h.

The equations governing the mixed layer dynamics (Eqns. 5.7, 514 & 5.15) ae
normaly solved by specifying the required initid conditions, the time dependent surface
wind, the net heat flux across the ocean free surface and the temperature gradient below
the mixed layer. The dependent varidbles predicted by the mode are the mixed layer
depth, h, temperatures Ts and T,. But now with the avalability of rdiable sadlite
derived Sea Surface Temperature (SST), this problem can be viewed as a problem on
data assmilation. The data assmilaion technique for nontlinear equations discussed in
Section (4) could be used to solve this problem.
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6. ONE DIMENSIONAL MODEL OF WATER COLUMN BIOGEOCHEMISTRY

Biogeochemica processes control the ocean carbon cycle, tha is the fluxes of
carbon between the atmosphere, surface ocean and ocean interior, which are of different
goatid and time scdes, regiond to globa and seasond to inter-annud. Most of the
avaladle information in this area is from locd fidd programs of measurements on
biologicd varidbles, nutrients and carbon and some times on reection raes of the
processes. Such loca studies wil have more impact on our knowledge base, if one could
extrgpolate their results to rest of the ocean. The extrgpolation of results is possble only
if we could understand the underlying order in these processes.  Improving the
mathematical models of these processes and estimating their parameters would help in
understanding the underlying order in them. In this section the genera gpproach to one-
dimensond modding of water column biogeochemidtry is reviewed.

Model Description

In mathematicd modding of biogeochemicd processes, the time evolution of the
concentration of the state variables describing the processes are estimated by solving the
equations governing them. The important Sate variables are,

PHY Phytoplankton

Z00 Zooplankton

NO3 Nitrate

NH4 Ammonium

DON Dissolved organic Nitrogen

There are different models used in the smulation studies of biogeochemicad processes
which link these date varidbles. For illudration, the flow diagram of Ken Denman's
mode is shown in Fg.(6.1). The solid lines in this figure represent recipient-controlled
flows (upteke by the organisms) from left to right and the dotted line represents the
donor-controlled losses from right to left. The flow diagram is labded with letters
indicating the behavior a smdl and large concentrations. In Fig.(6.1) the letter Q
indicates the loss from ZOO to NO3 is a quadratic function of ZOO. The functiona
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response of ZOO to PHY approaches quadratic at smal PHY concentrations and constant

at large ones (QC). Other unlabelled fluxes are by default linear throughout their range.

NO3 PHY 700

Fig.(6.1) NPZ Modd of Ken Denman.

The main input of carbon to ocean carbon cycle described by the NPZ mode

(Fig.6.1) comes from the atmosphere. The light from the sun reaching the ocean surface

is the main energy source controlling the photosynthess process and it is responsble for

the converson of the inorganic carbon from the amosphere to organic carbon or the
particulate form in the ocean. Now the NPZ modd can be quantitatively expressed in the

form of aset of ordinary differentia equations (Kenman and Gargett, 1995),

& 0
dPHY aPAR NO3 PHY - | PHY

PHY,NO3

"M, em +aPAR NO3+ K %

PHY 2

- m > > Z00
00 PHY “ + K “roop

dzOO _ ( ) PHY 2
T 1- €200,803/Moo PHY ? + K %f00p

Z00 - K 5001052007

dNOB_ £ aPAR Nos O
m,,mn Qm +aPAR’ NO3+ K s,

PHY?

+ eZOO,NOB rr200 PHYZ + K2 FOOD PHY + KZOO,NOSZOOZ

ZOO+|

PHY,NO3

(6.1a,b,c)
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The parameters in the above equations are lised in Table (6.1). The fird term on the
right hand side of the Egn.(6.18) describes the part played by light in the converson of
inorganic to organic carbon. There are various models to define the light propagation in
the ocean and for example, Ken Denman expressesit in the form,

PAR(2) = PAR(O) [V exp(-1.67 2) + (1-V) exp(-0.05 2)] (6.2
Where PAR(2) is the solar radiation at depth z insde the ocean and V is the ratio between
the long wave radiation and the totd radiation from the sun at the sea surface.

Equations (6.1,ab,c) were observed to explan most of the generd features of
biogeochemical processes in the ocean. One may go for eaborate modes, once this
smple modd is inadequate to explain certain specid features of the process. For more
detailed description of this and other more eaborate models one may refer to Evans and
Garcon (1997).

Table (6.1): Parametersin Eqn.(6.1a,bc)

Parameters Definition Unit

Kroob Haf-saturation FOOD concentration for ZOO grazing mmol N.m>

Knos Haf-saturation FOOD concentration for NO3 uptake mmol N.m3

aPAR Initial dope of P-1 curve (Wmi%td?

Mbuy Maximum phytoplankton growth rate dt

Moo Maximum zooplankton growth rate dt

€100 n03 Fraction of uptake by ZOO that goesto NO3

K 200805 Quadratic loss from ZOO to NO3 d(mmol N.nv3)?
Linear lossfrom PHY to NO3 dt

I PHY,NO3

Model describing species distribution due to mixing

In many models the species densty is assumed constant over the mixed layer
depth, but the mixed layer depth changes with time and one must account for entrainment
and detrainment across the bottom boundary of the mixed layer. Then the rate of change
of the depth average species concentration can be shown to be equd to,
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dX/dt = (hy) ™ { wi + max [ w + (dhpy /dt) , 0)] } (Xo - X) + Sk (6.3)
where X and X are the average species concentration in the mixed layer and below the
mixed layer respectivdly, Sx is the source term describing the variation in the species
concentration due to biogeochemica processes, w; is the turbulent exchange veocity

across the base of the mixed layer, w is the background upweling or down-wdling
velocity and hy is the mixed layer depth. The mixed layer depth in Egn.(6.3) is an input
to this mode derived from a one-dimensond mixed layer mode ( see Section 5).

Solving Model Equations

The governing equaions describing the species evolution (Egns6.lab,c) are
ordinary differentid equations which, for given initid vaues of the date variables, can be
solved using suitable time stepping scheme.

In biogeochemistry <udies, we often come across problems involving the
edimation of the unknown mode parameters rather than smulaion / prediction of the
evolution of the dae varigbles  That is the time histories of the date variables are
generdly available and it is required to esimate the parameters of the modd such that the
mode predictions are close to the given date variables. This is essentidly an inverse or
data assmilation problem governed by a set of nonlinear ordinary differentid equations

describing the evolution of the state variables.



7. SUMMARY

Three main classes of procedures in data anadlyss or assmilaion viz.. Objective
Anayss, Optima Interpolation and variationd method, used to process the observed
data on amospheric and ocean parameters are briefly reviewed.  The variationd
formdian of daa assmilaion, its mahematica description and the classcad variationd
approach, which leads to the Euler-Lagrange equations are presented. Two methods of
solving data assmilation problem, viz. the pendty dgorithm and the optimd control
theory method are discussed.

Application of data assmilation technique to physcad problems governed by
liner and nonlinear ordinary differentid equations are explaned. The formulation of
data assmilaion technique in one-dimensona models of upper ocean and water column

biogeochemistry are presented.
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APPENDIX - A

OBJECTIVE ANALYSISOF OCEAN DATA

I ntroduction

The objective analysis / data processing schemes of Barnes (1964, 1973) are discussed
in this appendix.

The objective andysis of data in oceanography refers to the processes used to determine
physicd variables a uniformly spaced grid points, from a randomly spaced observed data The
objectively andlyzed fields of oceanographic data have variety of use in oceanographic sudies.
These data serve as boundary and / or initid conditions in numerical models of ocean circulation
and as aform of "sea truth” for satdllite measurements. They can be used for the verification of
numericaly smulated ocean flow fidds and for planning oceanographic field experiments.

One of the schemes which have been used in the past for this purpose, is the surface
fitting scheme. In this scheme, a geometrical surface is fitted to the observed data and using this
surface, the vaues of the fidd are determined at points of interest, specificaly at uniformly spaced
grid points. Such methods suffer from the following disadvantages:

The cdculations are complicated and requires considerable computer time,

The data to which the surface isfitted is chosen in arather arbitrary manner,

The effect of erroneous data can be disastrous in this approach, since each datum is given
equa weightage in determining the shape of the surface.

In order to avoid especidly the undesirable effects which the erroneous data produce in surface
fitting method, severd schemes which employ the least squire error method of fitting data
(weighted appropriately) have been in use for the objective analyses (e.g. Cressman, 1959, and
McDondl, 1962). These schemes actudly combine the surface fitting method and the weighted
averaging nethod of interpolation. The weighted averaging method determines the vaue of a
variable a a grid point as the sum of the weighted values of the data around the grid point. The



disadvantage of such schemes has been ther tendency to filter out dl smal-scae variaionsin the
field, whether caused by dataerror or red variations in the phenomenon.

Barnes (1964) proposed a weighted averaging procedure and a scheme of successive
corrections to the interpolated value, to regain the smal scae variations filtered out or the details
lost by applying his averaging procedure. He has dso shown that successive estimates of the
interpolated variables converge to the red fiedd. The scheme proposed by Barnes (1964) for
regaining the lost details is based on the suppostion that the two-dimensiond digribution of the
given variable can be represented by the summation of an infinite number of independent waves,
that is by a Fourier integral representation. The drawback of this scheme is the large number of
iterations and the computer time required to achieve the desired fit of the interpolated field to the
observations. Subsequently Barnes (1973) proposed a modification to his earlier scheme and
this requires only one correction pass through the data to achieve the desired fit.

The weighted averaging procedure of Barnes (1964) and the schemes proposed by him
(Barnes, 1964 & 1973) for regaining the details lost in the interpolated data using his averaging
procedure is discussed in this appendix.

Barnes Weighted Averaging Scheme
Theoretical basis

We discuss here first the weighted averaging procedure of Barnes (1964) for the
interpolation and the schemes (Barnes, 1964 & 1973) for regaining the detals lost in the
interpolated data usng his averaging procedure. We shdl consder that a physcd variddle is
observed at randomly spaced points and it is denoted as f(x, y), whose andytica form is not
known. In thisinterpolation scheme, we attempt to estimate the variable at regularly spaced grid
points or determine the two-dimensiond distribution of interpolated vaues at grid points of a
square mesh.  For this purpose we gopply a weighting or a filter function h(r) on the origind

function asfollows,

Ixy=Q f (x+rcosq, y+r sn q)(1/ 2p)h(r)d(r? / 4k)dq (Al)

The coordinate system used in thisandyssisshown in Fig.(Al). Inthe aboveintegrd,



h(r) © exp(-r2/4k) (A2)
and k defines the shgpe of the weight function, which is to be rdaed to the dendty of the
observed data. The interpolated field g(x, y) will evidently be different from the true fied.

Y A
OBSERVATION POINT
(x+rcosq,y+rsinQ)

GRID POINT
x,y)

Figure Al. Coordinate system used in the andyss.

We ghdl examine here the influence of weighted averaging on the fidd f(x, y), tresting f(x,
y) as a continuous function over the region of interest and consdering that it can be represented
by the summation of an infinite number of independent harmonic waves, thet is by a Fourier
integral representation.  In the following anadysis we shdl refer only to a single harmonic wave,
keeping in mind that the discussions gpply equaly well to dl the harmonic components present in
f(x,y). To further smplify the discussons, we shal consder only a one-dimensona wave,

f(x) = A Snax, (A3)
where a=2p /1 and | isthewaveength of the harmonic component. Subgtitution of (A3)

in (A1) yidds,

gx) = DA Snax = Df(x), (A4)
where D = exp (-k &) isreferred to as the accuracy index or the response function, and it is
afunction of ‘k’ and ‘a, which are rdaed to the shape of the weighting function and to the
wave length of the harmonic component respectively. We may note that the application of the

weighted averaging does not dter the phase of the harmonic component and only reduces the



amplitude of the origind wave. Fig.(A2) shows the response function ‘D’ for different wave
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lengths ‘I * of the harmonic components and weight function factors ‘k’.
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Figure A2 Response function, D=exp(k 4p®/ | ?), for different k and |

To regain the reduction in the wave amplitude due to the averaging procedure, Barnes
(1964) suggested successive gpplication of the same filter (weight function) to the difference
between the functions g(x) and f(x) to estimate the correction to be applied to the successive
esdimaesof g(x). From Egn.(A4), we shdl write the first guess or the first estimate as

®(X) = Df(x), (A5)
where the subscript zero denotes the first estimate.  Then applying the samefilter function h(r)
on [f(X)- g(X)] andcorrecting o(x), the second estimate becomes

A(x) = @) + [f(x)- p(x)] D

= f(x)D[1+(1- D)] (A6)

At this sage, the response function D’ =D [1 + (1 - D)]. Then after N successive corrections,

6 = {9 DA N (- D) . (A7)

and theresponsefunction D' = Da (1 D) WhenN ® ¥ , we can show that,

D®1 and guX) ® f(x). (A8)



37

Since the premise of the interpolation scheme is that the waves which make up the digtribution
are independent, the above discussion are vadid individually to each component wave. Hence,
when the above iteration scheme is carried over indefinitely large number of times, dl the waves
which combine to form the data will regain their full amplitudes. The number of iterations
desirable in this correction scheme depend upon the quality of the data and the detalls we want to
retain in the andyzed fidd. For example, if the data are error free or the errors involved are small
and if one dedres to depict the maximum details exhibited by the data, a large number of
iterations are required to force the interpolated field to converge close to the observed data field.
On the other hand, if the data errors are known to be fairly large, or if one wishes to see only the
broad features of afidd, the andysis is carried through a lesser number of iterations. The main
drawback of this scheme is the large number of iterations required to achieve adequate response
to different waves present in the data field.

Barnes (1973) devised an dternative scheme of correction to the above weighted
averaging procedure, in which he decreased the weight function parameter in the first correction
pass. This scheme requires only one correction pass through the data.  Following Barnes
(1973), we write the first estimate as

3%, y) = Dof(x,y), (A9)
Subscript zero denotes the first estimate with weight function ho(f) = exp(- r* /4 ko) and
response function Dy = exp( - & ko). Then the correction to the first esimate is determined using

aweight function,

hi(r) = exp(- * /4 ky), (A10)
with k;= gko and 0 < g< 1. Then the second estimate becomes,

G y) = o y) + [fxy) - @(x y) ] D1 (A1)
where

D: = exp(- &ky) = exp(- &gky) = D (A12)
Subdtituting (A12) and (A9) in (A1l), we get

& y) = f(x,y) Do[ 1+ Do** - D ] (A13)

In this dternate scheme the response function becomes
D’ = Do[1+D¢- D] (A14)



and Fig.(A3) shows the relation between D’ and Dy
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Figure A3 Response function D’ after one correction pass as a
Function of D, (Egn. A13)

Numerical Scheme

Throughout the above discusson we have assumed that a complete description of f(x, y)
isavailable & dl points over the region of interest. In the red world, analytica form of f(x, y) is
not known and we have information only at finite number of randomly spaced points. Hence, the
integration over the infinite region defined in Egn.(A1) is not possble. We must approximeate g(X,
y) by placing afinite limit on the region of influence of f(X, y), which is assumed to be acircular
region of radius R around the point (X, y). R isdefined asthe radius of influence.



39

With afinite integration region (region of influence) and with finite number of deta points
within this region, the weighted averaging defined in Eqn.(A1), becomes
0 aaM 0

g(xy) =&a [h(rj) f;1 /@ h(r))s. (A15)
j 2 j 12

To edtablish a rdation between the radius of influence R and the weight factor k, we shal

congder thefollowing integra of the weight function (Eqn.A2),

2p ¥

P¥ 1
=00 > exp (- r2/4k) d(r?/4k)dq = 1. (A16)
00

Integrating Eqn.(A16) with respect to q first, we get
¥
| =0 exp(-r?/4Kk) d(r?/4K)
0

¥
exp(-r2/4k) d(r?/4k)+ Qexp(-r?/4k) d(r?/4k) = 1. (A17)
R

°cQ/

We define the second of the above integralsase. Then we have

R
O exp(-r?/4k) d(r?/4k)=1- e.
0

Carrying out the integration, we see that
exp ( R2/4k) =e
or  R?/4k=-Ine° E. (A18)
If e isamdl enough, we can represent the weighted influence of any datum with sufficient
accuracy. For example, choosing E =4 means we have represented 98 % of the influence of
any datum within the circular region whose radiusis R. We define R as the ‘radius of influence

of the weight factor h(r). Egn.(A18) will be used later to form a link between the data
distribution and the choice of weight factor.



Stepsinvolved in the analysis
Barnes (1964) scheme:
Barnes (1964) proposed the following steps for the interpolation of the randomly spaced
observed data:
(1) Chose a weght factor appropriate to the data distribution and the wavelength of the
harmonic component to be depicted in the andyzed fidd.
(2) Peformtheinitia interpolation a the grid points using gy(X, ) = Do f(X, ).
Thisgivesthe firs interpolated field.
(3) At each data point, subtract the previous interpolated vaue from the measured vaue,
which gives the difference fidd.
(4) Determine the correction field by applying the same weight function (as was used in Step
2 on the difference field obtained in step 3.
(5) Add the correction field obtained in step 4 to the previous interpolated field to get the
next interpolated field.
(6) Repeat gepsfrom 3to 5 until the difference fidld diminishesto the desired leve.

Barnes (1973) scheme:

In this scheme, the firgt interpolated field is obtained by following the first 3 steps of
Barnes (1964) scheme. Next the correction field is determined from the difference field using a
weight function h; (r) = exp(-r* /4 ki), wherek; = gko, 0 < g< 1 and k, is the weight factor at
the first stage of interpolation. Here we need to choose a proper vaue for g. Then the find
interpolated field is determined by adding the correction field to the first interpolated field.
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Guidelines for choosing the parameters for the analysis:

To choose the parameters in the andysis, we shall consider atypicd example. Suppose
the observations are available with an average spacing (d) of 20 km. Then the resolvable scale
will be 2d, i.e. 40 km. Barnes (1964) definesR = 1.6 d in one of the examples. Then using the
reation (Eqn.A18) R/ (4 k) = E, we can determine the weight factor k. In the present example
when E = 4, k becomes 64.

In Barnes (1973) scheme, in addition to the specification of R and k, we need to choose
a suitable vaue for g. Barnes (1973) observes that g cannot be smaller than 0.2 without creating
underflow checks on most computer systems.  Also specifying g > 0.5 does not produce rapid
convergence.  Empiricaly, an optimum vaue for g appears to be between 0.2 and 0.4. In an
another example, Barnes (1973) requires the analysis to depict at least 90% amplitude of the
smallest resolvable scale of variation. He sdlects g = 0.3. Then from the plot (Fig.A4) of D¢=
Do [1 + Dy** - Do ], for g = 0.3 and for various vaues of | and k, he determines the weight
factor. In the present example the resolvable scae (i.e. | ) is 40 km and D¢=90% and we get 4k
» 110 kn? from Fig(A4).
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Figure A4 Response function D’ (Egn A13) as a function of | and 4k
Levitusetal. (1

Levitus et al. (1994) used Barnes (1973) scheme for the andysis of randomly spaced
sinity data. For the first interpolated field, they used the zond average or the annua mean or
the seasond mean of the measured dinity fidd. They assumed R = 550 km and have not
specified the vdue g used in their andyss.
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APPENDIX-B

EXTREME VALUE PROBLEMS

In this section, extreme vaue and condrained extreme vaue problems of
functions of known anayticd forms are discussed.

Extreme value problem of a multidimensional function
The necessary condition for a function F(x,) of variables %, where n = 1,2,...N,
in an N- dimensond space, to have an extreme vaue a a certan point in this space is
that the firs order partid derivatives of F(x,) with respect to x, should vanish a that
point. That is,
(TFAIxq) = 0 (B1)
By solving the above equations, the point %, where F(x,) takes the extreme value can be

determined.
Example
Let  F(x,y) = X¥-2Xx +4y*+4y+5
(MFMIx) = 2x -2=0
(TFAy) = 8y +4=0
Thatis, Fhasanextremevauea x =1,andy = - 0.5. and the extremevaueof F=3.

Constrained - Extreme Value Problem
In this problem we seek the point xn in a multidimensond space where the

function JX,) takes an extreme vaue and a the same time satidfies F(x,) = 0. Here F(xp)

= 0 is the congraint imposed on the minimization problem. Then, it can be shown that,
seeking the condrained extreme vadue of J is equivdent to finding the uncondrained

extremum of the Lagrangian, L, which is defined in terms of J(X) and F(x) as,



LD, 11 = J0xn) + 1 F(xn) (B2)
where | is cdled the Lagrangian multiplier. Finding the extreme vaue of L[x,, |]
requires the partial derivatives,

(TLAxn) = 0, (L) =0 (B3)

By solving the above set of equations, the required solution x, can be determined.
Example

As an example of this method, let us condgder the problem of finding the largest
rectangle that can be inscribed in an dlipse,

0@Cl&) + (YIP) =1

In this case, the function to be maximized is the area of the rectangle, A = 4xy. To solve
this problem we will form the Lagrangian,

Lx,y, 1) = 4xy + | [0l&) + (/b - 1]
and find its maximum. For the maximum of the Lagrangian, we require,

(LX) = 4y + 21 X1 = 0

(L) = 4x + 21 ylb? = 0

(L) = (&) +(¥?Ib?)-1 =0

Solving the above eguations, we get x = a2 and y = b /2, for the area of the rectangle

to be maximum.



APPENDIX-C

DESCENT ALGORITHMS

Let us condder a scaar function F that depends on one or more number of
independent variables is defined, whose andyticd form is not known, and that we seek
the values of the variables for which the function F takes an extreme vdue, i.e. éther a
maximum ae a minimum. Often the computationd effort in the minimization procedure
is dominated by the cost of evauating the function, F, and its partid derivatives (if the
chosen agorithm requires them) with respect to the varigbles. Hence, the dgorithm for
finding the extremum should be such that, it should compute F and its derivetives as few
times as possible and should require less memory space in the computer.

Extreme value of one- dimensional function

In one - dimendond problem, after bracketing the range of the varigble within
which the extremum of the function lies, the exact location of the extremum can be
determined by a procedure which is amilar to the bisection method used for finding the
roots of a one-dimensona function. Other procedures are dso available for this one-

dimensiond search of the extremum, also referred to as line search procedure.

Extreme value of a multidimensional function

In a multidimensond problem, we seek the extremum of a scadar function F(x)
in an N-Dimensond space. If F(xy) is not a known andyticd function, then the generd

procedure to determine the point %, where F(x,) takes the extreme value, is to choose 'N'

independent unit vectors, which define a set of N directions in the solution space. Now
with the avalable informaion on the given function 'F, the initid guess of the desred
extreme point is made. From this point the line search is caried out dong the direction
of the firg vector and a locd minimum point is determined.  From this point the line
search is continued aong the direction of the second vector and a locd minimum is again
fixed dong this direction. This procedure is continued dong al the N chosen vector



directions and then repeated severd times if necessary, until, the function sops
decreasing below a specified tolerance limit. In this procedure we do not require the
computation of the gradient of the function. For example the N unit vectors can be
chosen aong the coordinate direction of the N-dimensona space. This smple procedure
isactudly not too bad for many functions.

Method of steepest descent

If the gradient NF of the given function could be computed, we can start the one-
dimensond search in the direction pardld to the gradient of the function a the initid
guess of the dedred extreme point and the locad minimum point is determined. Then from
this point the line search procedure is caried out dong the gradient of the given function
a this locd minimum point. This procedure is repeated until the absolute minimum point
is reeched. Note that a each locd minimum point we move perpendicular to the earlier
search direction and the variation of the function is stegpest dong the gradient direction.

Conjugate gradient method

In this method, we again dart from a suitably chosen point in the N-dimensond
vector gpace and search for the locd minimum dong an arbitrarily chosen direction.
Note that if we search for a minimum of a function in the direction u, then the gradient of
the function must be perpendicular to u a the locd minimum point in this direction.
Now we sdect the locd minimum point P as the origin of the coordinate sysem and
gpproximate F using the Tailor series expansion.

FX)=C-bx+x.A.x/2 (Cy
where X © (X1, %, .... ) is the coordinate of a point with P as the origin in the N-
dimengona space. C = F(P), the vector b =- NFY% and the matrix

- TP
™I, '©

A iscdled the Hessan of the function F a P. Now around P, the gradient of F becomes

NF=Ax-b (C2)
and the variation of NF in some direction around Pis

d(N.F) = A . dx (C3)




Suppose we now propose to move aong some new direction v. The condition that the
search along v will not spoil our minimization dong u is just the change in the gradient
be perpendicular to u, i.e.

u.dNF)=uAv=0 (C4)
when this condition holds for two vectors u and v, they are said to be conjugate. If we do
successve line minimization of a function dong a conjugate st of directions, the
convergence to the absolute minimum is observed to be fast. Note that this method
requires the estimation of the Hessian matrix.
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